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Abstract 
 

Probability theory can be understood as a mathematical model for the intuitive 
notion of uncertainty. Probability theory is in all scientific fields. Also, 
probability is used in many branches of pure mathematics, even in branches 
one does not expect this, and like in convex geometry. I developed Complex 
Probability Theory for analysis of complex and chaotic systems. I think that 
probability has theoretical and experimental dimensions at the same time. 
Universe has these probabilities dimensions. I combined them in this theory 
and constructed four dimensional probabilities on Quaternion Algebra and 
eight dimensional probabilities on Octonion Algebra and found all probability 
spaces.  

 
 
Introduction 
The modern period of probability theory is connected with names like S.N. Bernstein 
(1880-1968), E. Borel (1871-1956), and A.N. Kolmogorov (1903-1987). In particular, 
in 1933 A.N. Kolmogorov published his modern approach of Probability Theory, 
including the notion of a measurable space and a probability space.[1],[2],[3],[4],[5] 
 
Notations  
Notation of f Complex Probability 
Definition-1-1: 
Given as set Ω  set and subsets Ω,, BA then the following notation is used:  
 
Intersection 
  { }BAandvvvBA ∈∈Ω∈=∩ :  
 
Union 
  { }BorbothvAorvvBA ∈∈Ω∈=∪ ,:  
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Set Theoretical Minus 
  { }BAandvvvBA ∉∈Ω∈= :\  
 
Complement 
  { }AvvA

c

∉Ω∈= :  
 
Empty Set 
  ∅  set without any element. .[1],[2],[3],[4],[5] 
 
Components of Probability Space 
Definition-1-2:  
Any probability space ( )ΡΩ ,, F  consists of three components. 

1. The elementary events or states v  which are collected in a non-emptyΩ set . 
2. Any σ algebra F , which is the system of observable subsets or events Ω⊆A

.The interpretation is that one can usually not decide whether a system is in the 
particular state Ω∈v ,but one can decide whether Av∈ or Av∉ . 

3. Any measure P , which gives a probability to all FA∈ .This probability is a 
number ( ) [ ]1,0∈AP that describes how likely it is that the event A occurs. We 
define the σ algebras F , here we do not need any measure. [1],[2],[3],[4],[5]  

 
σ Algebras 
Definition-1-3: 
Let beΩ  a non-empty set. A  system F of subsets Ω⊆A  is called σ algebra on Ω  if 

1. F,,Ω∅   
2. FA∈  implies that FA\: ∈ΩcA  

3. FAA ∈,..., 21 implies that U
∞

=

∈
1i

i FA  

 
 The pair ( )F,Ω , where F is aσ algebra on , is called measurable space. The 
elements FA∈  are called events. An event A occurs if Av∈ and it does not occur if 

Av∉ . 
 

4. FBA ∈, implies that FBA ∈∪ , then F is called an algebra. Every σ algebra 
is an algebra. Sometimes, the terms σ field and field are used instead of σ
algebra and algebra. 

 
 
Space Definitions 
Probability Space 
Definition-2-1: 
Let ( )F,Ω , be a measurable space. 

1. A map [ ]1,0: →FP  is called probability measure if ( ) 1=ΩP and for all 
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FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

11 i
i

i
i APAP U . 

 
 The triplet ( )PF ,,Ω is called probability space. 

2. Any map [ ]∞→ ,0: Fμ is called measure if ( ) 0=∅μ and for all 

FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

11 i
i

i
i AA μμ U . 

 
 The triplet ( )μ,, FΩ is called measure space. 

3. Any measure space ( )μ,, FΩ or a measure μ  is called σ finite provided that 
there are ,...2,1, =Ω⊆Ω kk , such that 

a. Fk ∈Ω for all ,...2,1=k  
b. ∅=Ω∩Ω ji  for ji ≠  

c. U
∞

=

Ω=Ω
1k

k  

d. ( ) ∞<Ωkμ  
 
 The measure space ( )μ,, FΩ or the measure μ are called finite if ( ) ∞<Ωμ
.[1],[2],[3],[4],[5] 
 
Components of Complex Probability Space 
Definition-2-2: 
Any complex probability space ( )ΡΩ ,, F  consists of three components .But 
probability will have G  theoretical and H experimental probability components
( )HGP , on complex space. Because of a complex probability space ( )HGF ,,,Ω  

consists of four components. 
1. The elementary events or states v  which are collected in a non-emptyΩ set . 
2. Any σ algebra F , which is the system of observable subsets or events Ω⊆A

.The interpretation is that one can usually not decide whether a system is in the 
particular state Ω∈v ,but one can decide whether Av∈ or Av∉ . 

3. Any measure P ,which gives a probability to all FA∈ .This probability is a 
complex number ( ) [ ] [ ]1,01,0 1eAP +∈ and ( ) CAP ∈ that describes how likely it 
is that the event A occurs. We define the σ algebras F , here we do not need 
any measure. [1],[2],[3],[4],[5]  

 
G  Theoretical Probability Space 
Definition-2-3: 
G  set is a collection of theoretical probability objects. 
 Let G  is a theoretical probability space. 
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kG  is k dimensional theoretical probability space. 
  { }kgggG ,,........., 10=  
 
 Theoretical probability is ( ) [ ]1,0∈AG  
 Theoretical probability is mathematical values of probability. 
 

1H  Experimental Probability Space  
Definition-2-4: 

1H  set is a collection of experimental probability objects. 
 Let 1H  is a experimental probability space. 
 

kH1  is k dimensional experimental probability space. 
  { }khhhH ,,........., 10

1 =  
 
 Experimental probability is ( ) [ ]1,01 ∈AH  
 Experimental probability is experimental values of probability. 
 
 
P Complex Probability Space  
Definition–2–5: 
Let P is a complex probability space.  
 The form of a complex probability number is 11eHG +=Ψ and
( ) ( ) ( ) 11 eAHAGA +=Ψ  

 { }RHGCeHGP ∈∈+=Ψ= ,, 111  

 [ ]{ }1,0,,1 1
2

111 ∈−=∈+=Ψ= HGeCeHGP  

 ( ) ( ) ( ) ( ) ( ) [ ]{ }1,0,| 111 ∈∈+=Ψ= AHAGCeAHAGAP  
 
 Let S is a complex probability set. 
 { }RHGPeHGS ∈∈+=Ψ= ,, 111  

 [ ]{ }1,0,,1 1
2

111 ∈−=∈+=Ψ= HGePeHGS  

 ( ) ( ) ( ) ( ) ( ) [ ]{ }1,0,| 111 ∈∈+=Ψ= AHAGPeAHAGAS   
 
 Let A and B are events 
 ( ) ( ) ( ) 11 eAHAGA +=Ψ  
 ( ) ( ) ( ) 11 eBHBGB +=Ψ  are complex probabilities. 
 ( ) ( )( ) ( ) ( )( ) ( ) ( )( ) 111 eBHAHBGAGBA +++=Ψ+Ψ  
 ( ) ( )( ) 111 eBA +=Ψ+Ψ  
 ( ) ( ) 111 eBA +=Ψ+Ψ  
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 ( ) ( ) 2=Ψ+Ψ BA  
 
 
Probability Definitions 
G  Theoretical Probability  
Definition-3-1: 
Let ( )F,Ω , be a measurable space. 
 G is mathematical probability space. We will get theoretical probability from 
mathematical results. 

1. A map [ ]1,0: →FG  is called probability measure if ( ) 1=ΩG and for all 

FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

11 i
i

i
i AGAG U . 

 
 The triplet ( )GF ,,Ω is called theoretical probability space. 

2. Any map [ ]∞→ ,0: Fμ is called measure if ( ) 0=∅μ and for all 

FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

11 i
i

i
i AA μμ U . 

 
 The triplet ( )μ,, FΩ is called measure space. 

3. Any measure space ( )μ,, FΩ or a measure μ  is called σ finite provided that 
there are ,...2,1, =Ω⊆Ω kk , such that 

a. Fk ∈Ω for all ,...2,1=k  
b. ∅=Ω∩Ω ji  for ji ≠  

c. U
∞

=

Ω=Ω
1k

k  

d. ( ) ∞<Ωkμ  
 
 The measure space ( )μ,, FΩ or the measure μ are called finite if ( ) ∞<Ωμ . 
 If we flip a coin, then we have either”heads” or ”tails” on top, that means. 

Probability of head and probability of tail are
2
1  to each of the two possible outcomes. 

If the coin is fair, then heads and tails should receive the same probability. The reason 
for this has to do with our intuitive notion of what a probability means.  
 In this sample, the two possible outcomes form the set { }tailhead ,=Ω or 

{ }th,=Ω  

 ( ) ( )
2
1

== tailGheadG  
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 ( ) ( )
2
1

== tGhG  

 ( ) ( ) 1=+ tailGheadG  
 

1H Experimental Probability  
Definition-3-2: 
Let ( )F,Ω , be a measurable space. 
 1H is experimental probability space. We will get experimental or relative 
probability from experimental results. 

1. A map [ ]1,0:1 →FH  is called probability measure if ( ) 11 =ΩH and for all 

FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

1
1

1
1

i
i

i
i AHAH U . 

 
 The triplet ( )1,, HFΩ is called experimental probability space. 

2. Any map [ ]∞→ ,0: Fμ is called measure if ( ) 0=∅μ and for all 

FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

11 i
i

i
i AA μμ U . 

 
 The triplet ( )μ,, FΩ is called measure space. 

3. Any measure space ( )μ,, FΩ or a measure μ  is called σ finite provided that 
there are ,...2,1, =Ω⊆Ω kk , such that 

a. Fk ∈Ω for all ,...2,1=k  
b. ∅=Ω∩Ω ji  for ji ≠  

c. U
∞

=

Ω=Ω
1k

k  

d. ( ) ∞<Ωkμ  
 
 The measure space ( )μ,, FΩ or the measure μ are called finite if ( ) ∞<Ωμ . 
 If we toss the coin Q times and the number of heads among these Q  tosses is hQ , 

then relative frequency of heads is equal to 
Q
Qh .Now if Q is large, then we tend to 

think about 
Q
Qh as being close to probability of heads. The relative frequency of tails 

can be written as 
Q
Qt ,where tQ is the number of tails among the Q tosses, and we 

again think of 
Q
Qt as being close to the probability tails. Since 1=+

Q
Q

Q
Q th , we see 
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that at least intuitively, the probabilities of heads and tails should add up to one.  
 In this sample, the two possible outcomes form the set { }tailhead ,=Ω or 

{ }th,=Ω  

 ( )
Q
Q

headH h=1 , ( )
Q
Q

tailH t=1  

 ( ) ( ) 111 =+ tailHheadH  
 
Ψ Complex Probability  
Definition-3-3: 
Let ( )F,Ω , be a measurable space. 
 Ψ is complex probability space. We will get complex probability from theoretical 
and experimental results. 

1. A map [ ]1,0: →Ψ F  is called probability measure if ( ) 1=ΩΨ and for all 

FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

Ψ=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Ψ

11 i
i

i
i AAU . 

 
 The triplet ( )ΨΩ ,, F is called experimental probability space. 

2. Any map [ ]∞→ ,0: Fμ is called measure if ( ) 0=∅μ and for all 

FAA ∈,..., 21 with ∅=∩ ji AA  for ji ≠ one has ( )∑
∞

=

∞

=

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

11 i
i

i
i AA μμ U . 

 
 The triplet ( )μ,, FΩ is called measure space. 

3. Any measure space ( )μ,, FΩ or a measure μ  is called σ finite provided that 
there are ,...2,1, =Ω⊆Ω kk , such that 

a. Fk ∈Ω for all ,...2,1=k  
b. ∅=Ω∩Ω ji  for ji ≠  

c. U
∞

=

Ω=Ω
1k

k  

d. ( ) ∞<Ωkμ  
 
 The measure space ( )μ,, FΩ or the measure μ are called finite if ( ) ∞<Ωμ . 
 Let complex probability is ( ) ( ) ( ) 1eAHAGA +=Ψ  and { }tailhead ,=Ω or 

{ }th,=Ω  
 
G  Theoretical Probability 
 { }tailhead ,=Ω or { }th,=Ω  

 ( )
2
1

=headG , ( )
2
1

=tailG  
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 ( ) ( ) 1=+ tailGheadG  
 

1H Experimental Probability 
 { }tailhead ,=Ω or { }th,=Ω  

 ( )
Q
Q

headH h= , ( )
Q
Q

tailH t=  

 ( ) ( ) 1=+ tailHheadH  
 
Ψ Complex Probability  
 { }tailhead ,=Ω or { }th,=Ω  
 ( ) ( ) ( ) 1eAHAGA +=Ψ  
 ( ) ( ) ( ) 1eheadHheadGhead +=Ψ  
 ( ) ( ) ( ) 1etailHtailGtail +=Ψ  

 ( ) 12
1 e

Q
Q

head h+=Ψ , ( ) 12
1 e

Q
Q

tail t+=Ψ  

 ( ) ( ) 111 etailhead +=Ψ+Ψ  
 
 
Propositions 
Proposition of Complex Probability 
Definition-4-1: 
Let ( )ΡΩ ,, F be a complex probability space. Then the following assertions are  

1. If FAA ∈,..., 21  such that ∅=∩ ji AA  for ji ≠ one has ( )∑
==

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ n

i
i

n

i
i APAP

11
U  

2. If FBA ∈, then ( ) ( ) ( )BAPAPBAP ∩+=\  
3. If FB∈ then ( ) ( )BPBP c −=1 , 

4. If FAA ∈,..., 21 then ( )∑
∞

=

∞

=

≤⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

11 i
i

i
i APAP U  

5. Continuity from below : 
 

 If FAA ∈,..., 21 such that ...321 ⊆⊆⊆ AAA ,then ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

∞

=
∞→

U
1n

nnn
APAPLim  

 
6. Continuity from above: 

 If FAA ∈,..., 21 such that ...321 ⊇⊇⊇ AAA ,then ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

∞

=
∞→

I
1n

nnn
APAPLim  

7. ( ) ( ) ( ) ( )BAPBPAPBAP ∩−+=∪  
8. ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )CBAPCBPCAPBAPCPBPAPCBAP ∩∩+∩−∩−∩−++=∪∪  
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9. For pair wise events nAAA ,...,, 21 it is case that 

 ( ) ( ) ( ) ( ) ( )n
n

kji
kji

ji
ji

i
i

n

i
i AAAPAAAPAAPAPAP ∩∩∩−+−∩∩+∩−=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +

<<<=
∑∑∑ ...1... 21

1

1
U  

 
Independence of Events 
Definition-4-2: 
Let ( )ΡΩ ,, F be a complex probability space. The events KiFAi ∈⊆ , is an arbitrary 
non-empty index set, are called independent, provide that for all distinct Kii n ∈,...,1

one has that 
 ( ) ( ) ( ) ( )

nn iiiiii APAPAPAAAP ......
2121

=∩∩  
 
 Given FAA ∈,..., 21 , one can easily see that only demanding 
 ( ) ( ) ( ) ( )nn APAPAPAAAP ...... 21211

=∩∩ .[1],[2],[3],[4],[5] 
 
Conditional Probability 
Definition-4-3:  
Let ( )ΡΩ ,, F be a complex probability space. Suppose A and B are events in sample 
space Ω ,and suppose that ( ) 0>BP .The conditional probability of A given B is 
defined as  

 ( ) ( )
( )BP

BAPBAP ∩
= and FBA ∈, .[1],[2],[3],[4],[5] 

 
 
Complex Probability Operators 
Product 
Let 
 110 eaa +=Ψ  

 { }RaaeCeaaP ∈−=∈+= 10
2

1110 ,,1  

 1101 eaa +=Ψ  
 1102 ebb +=Ψ  
 
 Multiplication is generally commutative 1221 Ψ×Ψ=Ψ×Ψ  
 
 
Conjugate 
The conjugate of 110 eaa +=Ψ  is 110 eaa −=Ψ  
 { }RaaeCeaa ∈−=∈+=Ψ 10

2
1110 ,,1  

 { }RaaeCeaa ∈−−=∈−=Ψ 10
2
1110 ,,1   
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Magnitude 
The magnitude of 110 eaa +=Ψ  is 2

1
2

0 aa +=Ψ  
 
Multiplicative Inverse 
The multiplicative inverse of 110 eaa +=Ψ  is  

 
Ψ

=Ψ− 11  , 0≠Ψ and 
ΨΨ
Ψ

=Ψ−1  

 ( )( )110110

1101

eaaeaa
eaa
−+

−
=Ψ−  

 2
1

2
0

1101

aa
eaa

+

−
=Ψ−   

 
Division 
Let  
 110 eaa +=Ψ  
 { }RaaeCeaa ∈−=∈+=Ψ 10

2
1110 ,,1  

 1101 eaa +=Ψ  
 1102 ebb +=Ψ and 02 ≠Ψ  

 110
2

1 edd +=
Ψ
Ψ

 

 { }RddeCedd ∈−=∈+=Ψ 10
2
1110 ,,1  

 
 The conjugates of 1101 eaa +=Ψ  and 1102 ebb +=Ψ  are  

 1101 eaa −=Ψ  and 1102 ebb −=Ψ   

 
( )( )
( )( )110110

110110

2

1

ebbebb
ebbeaa

−+
−+

=
Ψ
Ψ

 

 
( )( )

2
1

2
0

110110

2

1

bb
ebbeaa

+

−+
=

Ψ
Ψ

  

 
Polar Notation 
Let  
 110 eaa +=Ψ  
 { }RaaeCeaa ∈−=∈+=Ψ 10

2
1110 ,,1  

 The magnitude of 110 eaa +=Ψ  is 2
1

2
0 aa +=Ψ  

 ( ) { }kArg πθ 21 +=Ψ  and { }R∈<≤= 1
0

1 |3600 θθθ ,  
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 The radius set is { }Rraarr ∈+== 1
2

1
2

01 | , 
 The polar notation is ( )1111 sincos θθ er +=Ψ  

 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

∈
+

== R
aa

a
12

1
2

0

0
1 cos|coscos θθθ  

 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

∈
+

== R
aa

a
12

1
2

0

1
1 sin|sinsin θθθ  

 
 The polar notation is ( )1111 sincos θθ er +=Ψ  
 Its conjugate is ( )1111 sincos θθ er −=Ψ   
 
Exponential Form 
Let 
 ( ) { }kArg πθ 21 +=Ψ  and { }R∈<≤= 1

0
1 |3600 θθθ  

 

 The radius set is { }Rraarr ∈+== 1
2

1
2

01 |  
 The polar form is ( )1111 sincos θθ er +=Ψ  
 The exponential form is  
 ( )111 sincos11 θθθ eee +=  
 Its conjugate is  
 ( )111 sincos11 θθθ ee e −=−  
 
Power Form 
Let 
 ( ) { }kArg πθ 21 +=Ψ  and { }R∈<≤= 1

0
1 |3600 θθθ , 

 The radius set is { }Rraarr ∈+== 1
2

1
2

01 |  
 The polar form is ( )1111 sincos θθ er +=Ψ  
 The power form is from degree n th power and Zn∈  
 ( )1111 sincos θθ nenr nn +=Ψ  
 
Root Form 
Let 
 ( ) { }kArg πθ 21 +=Ψ  and { }R∈<≤= 1

0
1 |3600 θθθ , 

 The radius set is { }Rraarr ∈+== 1
2

1
2

01 |  
 The root form is from degree n th root, 1,...,2,1,0 −= nk  and Znk ∈,  
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 ⎟
⎠
⎞

⎜
⎝
⎛ +

+
+

=Ψ
n

ke
n

krn
k

πθπθ 2sin2cos 1
1

1
1  

 Its roots are { }110 ,...,, −ΨΨΨ=Ψ nk  
 
Addition 
 1101 eaa +=Ψ  
 1102 ebb +=Ψ  
 ( ) ( ) 1110021 ebaba +++=Ψ+Ψ  
 11021 emm +=Ψ+Ψ  
 { }RmmeCemm ∈−=∈+=Ψ+Ψ 10

2
111021 ,,1 [6],[7],[8],[9],[10],[11],[12] 
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