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Abstract 
 

In the present paper, generalized measures of intutionistic fuzzy directed 
divergence with the proof of their validity are introduced .paticular case of 
corresponding directed divergence and symmetric divergence have also been 
discussed. 
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Introduction 
Uncertainty and fuzziness are the basic nature of human thinking and of many real 
world objectives.Fuzziness is found in our decision, in our language and in the way 
we process information. The main use of information is to remove uncewrtainity and 
fuzziness in fact we measure information supplied by the amount of probalistic 
uncertainity removed in experiment and the measure of uncertainity removed is also 
called as measure of information while measure of fuzziness is the measure of 
vagueness and ambiguity of uncertainties. 
 Shannon (1948) used “entropy” to measure uncertain degree of the randomness in 
a probability distribution.let X is a discrete random variable with pattern recognition 
P= ൫ ଵܲ, ଶܲ, ଷܲ … . . ௡ܲ൯ in an experiment.the information contained in this experiment is 
given by 

ሺܲሻܪ ൌ െ ෍ ௜݌ log ௜݌

௡

௜ୀଵ

 

 
 Which is known as Shannon entropy. 
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 The concept of entropy has been widely used in different areas, e.g. 
communication theory,  
 Generalized measure of intutionstic fuzzy directed divergence corresponding to 
Havard & Charvat measure:- 
 Havard & Charvat (1967) defined the directed divergence measure of a 
probability distribution P=(P1,P2,…………,Pn) from another probability distribution 
Q=(q1,q2,…………,qn)as 

:ఉሺܲܦ ܳሻ ൌ
1

ߚ െ 1 ෍ቀ݌௜
ఉݍ௜

ଵିఉ െ 1ቁ
௡

௜ୀଵ

; ߚ  ൐ 0, ߚ ് 1 … … … … … … … . . ሺ1ሻ 

 
 Which is called generalized directed divergence of degree β. 
 The following measure of symmetric divergence was proposed by Kulbark 
(1959): 

:ఉሺܲܬ ܳሻ ൌ :ఉሺܲܦ ܳሻ ൅ :ఉሺܳܦ ܲሻ 

ൌ
1

ߚ െ 1 ෍ቀ݌௜
ఉݍ௜

ଵିఉ ൅ ௜ݍ
ఉ݌௜

ଵିఉ െ 2ቁ
௡

௜ୀଵ

 … … … . ሺ2ሻ 

 
 Which is also called a distance measure of degree β. 
 Corresponding (1) and (2) we get following measure of intutionstic fuzzy directed 
divergence: 

:ܣఉሺܫ ሻܤ ൌ
1

ߚ െ 1 ෍ቂߤ஺
ఉሺݔ௜ሻߤ஻

ଵିఉሺݔ௜ሻ ൅ ஺ܸ
ఉሺݔ௜ሻ ஻ܸ

ଵିఉሺݔ௜ሻ െ 1ቃ
௡

௜ୀଵ

 … … … … … … . . ሺ3ሻ 

 
 And ܬఉሺܣ: ሻܤ ൌ :ܣఉሺܫ ሻܤ ൅ :ܤఉሺܫ  ሻܣ
 Now we show that ܫఉሺܣ:  ሻ is a valid measure of intutionstic fuzzy directedܤ
divergence. 
:ܣఉሺܫ   ሻ is defined in the range 0ܤ ൑ ሻݔ஺ሺߤ ൅ ஺ܸሺݔሻ ൑ 1 Further it is proved that 
:ܣఉሺܫ ሻܤ ൒ 0 for all ߚ ് 1 and ߚ ൐ 0. :ܣఉሺܫ  ݀݊ܽ ሻݔ஺ሺߤ ሻ is continuous function ofܤ

஺ܸሺݔሻ. It is easy to see that ܫఉሺܣ: ሻܤ ൌ 0 when ߤ஺ሺݔሻ ൌ 0 and ஺ܸሺݔሻ ൌ :ܣఉሺܫ .1  ሻ isܤ
increasing function of ߤ஺ሺݔሻ in the range 0 ൑ ሻݔ஺ሺߤ ൑ 0.5 and decreasing function of 

஺ܸሺݔሻ in the range 0 ൑ ஺ܸሺݔሻ ൑ :ܣఉሺܫ .0.5  ሻ does not changed on changingܤ
:ܣఉሺܫ ሻ. To verify thatݔ஺ܸሺ ݋ݐ ሻݔ஺ሺߤ  ሻ, Let usݔ஺ሺߤ ሻ is convex function ofܤ
considerߤ஺ሺݔሻ ൌ ሻݔ஺ܸሺ ݀݊ܽ ݏ ൌ  then ݐ

1
ߚ െ 1 ෍ቂߤ஺

ఉሺݔ௜ሻߤ஻
ଵିఉሺݔ௜ሻ ൅ ஺ܸ

ఉሺݔ௜ሻ ஻ܸ
ଵିఉሺݔ௜ሻ െ 1ቃ

௡

௜ୀଵ

 

൑
1

ߚ െ 1 ෍ൣݏఉݐଵିఉ ൅ ሺ1 െ ሻఉሺ1ݏ െ ሻଵିఉݐ െ 1൧
௡

௜ୀଵ

 

 
 Consider ݂ሺݏሻ ൌ ଵ

ఉିଵ
ଵିఉݐఉݏൣ ൅ ሺ1 െ ሻఉሺ1ݏ െ ሻଵିఉݐ െ 1൧ 
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 Therefore ݂ᇱሺݏሻ ൌ ଵ
ఉିଵ

ଵିఉݐఉିଵݏߚൣ ൅ ሺ1ߚ െ ሻఉିଵሺെ1ሻሺ1ݏ െ  ሻଵିఉ൧ݐ

 And ݂ᇱᇱሺݏሻ ൌ ଵ
ఉିଵ

ߚሺߚൣ െ 1ሻݏఉିଶݐଵିఉ ൅ ߚሺߚ െ 1ሻሺ1 െ ሻఉିଶሺ1ݏ െ ሻଵିఉ൧ݐ ൒ 0  
 
 Therefore ܫఉሺܣ: :ܣఉሺܫ ௜ሻ Henceݔ஺ሺߤ ሻ is convex function ofܤ  ሻ is valid measureܤ
of intutionistic fuzzy entropy. 
 Corresponding to Renyis measure of directed divergence: 

:ሺܲןܦ ܳሻ ൌ
1

ן െ1 log ෍ ௜݌
௜ݍן

ଵିן
௡

௜ୀଵ

 

 
്ן   0, ൐ן 0 …………………………(4) 
 
 We define the measure of intutionistic fuzzy directed divergence 

:ܣሺןܫ ሻܤ ൌ
1

ן െ1 log ෍ሾߤ஺
ఈሺݔ௜ሻߤ஻

ଵିఈሺݔ௜ሻ ൅ ஺ܸ
ఈሺݔ௜ሻ ஻ܸ

ଵିఈሺݔ௜ሻሿ
௡

௜ୀଵ

 ሺ5ሻ 

 
 Where ്ן 0, ൐ן 0 and measure of intutionistic fuzzy symmetric divergence 

:ܣሺןܬ ሻܤ ൌ :ܣሺןܫ ሻܤ ൅ :ܤሺןܬ  ሻ …………………………(6)ܣ
 
 Now we show that ןܫሺܣ:  ሻ is a valid measure of intutionistic fuzzy directedܤ
divergence. 
 It is obvious that ןܫሺܣ: ሻܤ ൒ 0 and is defined in the range 0 ൑ ሻݔ஺ሺߤ ൅ ஺ܸሺݔሻ ൑ 1 
:ܣሺןܫ  ሻݔ஺ሺߤ ሻ is continuous in this range.it is easy to see that ifܤ ൌ 0 and 

஺ܸሺݔሻ ൌ 1 than ןܫሺܣ: ሻܤ ൌ 0. 
:ܣሺןܫ  ሻ in the range 0ݔ஺ሺߤ ሻ is increasing function ofܤ ൑ ሻݔ஺ሺߤ ൑ 0.5 and 
decreasing function of ஺ܸሺݔሻ in the range 0 ൑ ஺ܸሺݔሻ ൑ :ܣሺןܫ .0.5  ሻ does notܤ
changed on changing ߤ஺ሺݔሻ ݋ݐ ஺ܸሺݔሻ. To verify that ןܫሺܣ:  ሻ is convex function ofܤ
ሻݔ஺ሺߤሻ, Let us considerݔ஺ሺߤ ൌ ሻݔ஺ܸሺ ݀݊ܽ ݏ ൌ  then ݐ

1
ן െ1 log ෍ሾߤ஺

ఈሺݔ௜ሻߤ஻
ଵିఈሺݔ௜ሻ ൅ ஺ܸ

ఈሺݔ௜ሻ ஻ܸ
ଵିఈሺݔ௜ሻሿ

௡

௜ୀଵ

൑
1

ן െ1 logሾݐןݏଵିן ൅ ሺ1 െ ሺ1ןሻݏ െ  ሿןሻଵିݐ
 
 Let  

݂ሺݏ, ሻݐ ൌ
1

ן െ1 logሾݐןݏଵିן ൅ ሺ1 െ ሺ1ןሻݏ െ  ሿןሻଵିݐ

݂ᇱሺݏ, ሻݐ ൌ
1

ן െ1 
1

ןଵିݐןݏ ൅ ሺ1 െ ሺ1ןሻݏ െ ןሻଵିݐ ሾן െןଵିݐଵିןݏ

ן ሺ1 െ ଵሺ1ିןሻݏ െ  ሿןሻଵିݐ
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 And  

݂ᇱᇱሺݏ, ሻݐ ൌ
1

ן െ1 ൤
1

ןଵିݐןݏ ൅ ሺ1 െ ሺ1ןሻݏ െ ןሻଵିݐ ሼן ሺן െ1ሻିןݏଶݐଵିן൅

ן ሺן െ1ሻሺ1 െ ଶሺ1ିןሻݏ െ ሽןሻଵିݐ

െ
1

ሾݐןݏଵିן ൅ ሺ1 െ ሺ1ןሻݏ െ ሿଶןሻଵିݐ  ሺן െןଵିݐଵିןݏ

ן ሺ1 െ ଵሺ1ିןሻݏ െ  ሻଶ൨ןሻଵିݐ
 
 Therefore ןܫሺܣ: :ܣሺןܫ ௜ሻ Henceݔ஺ሺߤ ሻ is convex function ofܤ  ሻ is valid measureܤ
of intutionistic fuzzy directed divergence. 
 
Particular cases 
limן՜ଵ :ܣఈሺܫ ሻܤ ൌ :ܣሺܫ ՜ଵןሻ and limܤ :ܣఈሺܬ ሻܤ ൌ :ܣሺܬ  ሻܤ
 
 Where ܫሺܣ: :ܣሺܬ ሻ andܤ  ሻ are intutionistic fuzzy directed divergence intutionisticܤ
fuzzy symmetry divergence. 
 Let B=AIF the most intutionistic fuzzy set i.e. ߤ஻ሺݔ௜ሻ ൌ 0.5 ܽ݊݀ ஻ܸሺݔ௜ሻ ൌ  ݅ ׊ 0.5
 Then  
:ܣሺןܫ ூிሻܣ ൌ ଵ

ଵିן
∑ logሾߤ஺

ן௜ሻሺ0.5ሻଵିݔሺן ൅ ஺ܸ
ሿ௡ן௜ሻሺ0.5ሻଵିݔሺן

௜ୀଵ   

ൌ
1

ן െ1 ൥෍ logሺ0.5ሻଵିן ൅ ෍ logሼߤ஺
௜ሻݔሺן ൅ ஺ܸ

௜ሻሽݔሺן
௡

௜ୀଵ

௡

௜ୀଵ

൩ 

 ൌ
1

ן െ1 ෍ሺן െ1ሻ log 2 ൅
1

ן െ1

௡

௜ୀଵ

෍ logሼߤ஺
௜ሻݔሺן ൅ ஺ܸ

௜ሻሽݔሺן
௡

௜ୀଵ

 

 ൌ ݊ log 2 െ ଵ
ଵିן

∑ logሼߤ஺
௜ሻݔሺן ൅ ஺ܸ

௜ሻሽ௡ݔሺן
௜ୀଵ  

Thus ןܫሺܣ: ூிሻܣ ൌ  ݊ log 2 െ ଵ
ଵିן

∑ logሼߤ஺
௜ሻݔሺן ൅ ஺ܸ

௜ሻሽ௡ݔሺן
௜ୀଵ  

 = ݊ log 2 െ(Entropy of the intutionistic fuzzy set) 
 
Intutionistic fuzzy entropy corresponding to Sharma and Mittals measure 
Sharma and mittals (1975) characterized non additive entropy of discrete probability 
distribution given by 

ఈܪ
ఉሺ݌ሻ ൌ

1
2ଵିఉ െ 1

൦൭෍ ௜݌
ఈ

௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

െ 1൪ 

 
 Where ്ן ൐ן,1 0, ߚ ൐ 0, ߚ ് 1 
 
 Corresponding measure of instutionistic fuzzy entropy is given by  

ఈܪ
ఉሺܣሻ ൌ

1
2ଵିఉ െ 1

൥෍൫ߤ஺
ఈሺݔ௜ሻ ൅ ஺ܸ

ఈሺݔ௜ሻ൯
ఉିଵ

ఈିଵൗ
௡

௜ୀଵ

െ 1൩ 
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 Where ്ן ൐ן,1 0, ߚ ൐ 0, ߚ ് 1 
 Next, we prove ܪఈ

ఉሺܣሻ is valid measure ܪఈ
ఉሺܣሻ is defined in the range 0 ൑

ሻݔ஺ሺߤ ൅ ஺ܸሺݔሻ ൑ ఈܪ 1
ఉሺܣሻ is continuous in the range. 

ఈܪ 
ఉሺܣሻ is zero when ߤ஺ሺݔሻ ൌ 0 and ஺ܸሺݔሻ=1. 

ఈܪ 
ఉሺܣሻ is increasing function of ߤ஺ሺݔሻ in the range 0 ൑ ሻݔ஺ሺߤ ൑ 0.5 and 

decreasing function of ஺ܸሺݔሻ in the range 0 ൑ ሻݔ஺ሺߤ ൑ ఈܪ . 0.5
ఉሺܣሻ does not change 

on changing ߤ஺ሺݔሻ to ஺ܸሺݔሻ. 
 Also, ܪఈ

ఉሺܣሻ is concave function of ߤ஺ሺݔሻ. 
 Let ߤ஺ሺݔ௜ሻ ൌ ௜ሻݔ஺ܸሺ ,ݏ ൌ  ݐ

݂ሺݏ, ሻݐ ൌ
1

2ଵିఉ െ 1
൤ሺݏఈ ൅ ఈሻݐ

ఉିଵ
ఈିଵ െ 1൨ 

݂ᇱሺݏ, ሻݐ ൌ
1

2ଵିఉ െ 1
ߚ െ 1
ߙ െ 1 ሺݏఈ ൅ ఈሻݐ

ఉିఈ
ఈିଵ ݏߙఈିଵ 

݂ᇱᇱሺݏ, ሻݐ ൌ
ߙ

2ଵିఉ െ 1
ߚ െ 1
ߙ െ 1 ൤

ߚ െ 1
ߙ െ 1

ሺןݏ ൅ ሻןݐ
ఉିଶఈାଵ

ఈିଵ ఈିଵݏ 

൅ ሺݏఈ ൅ ఈሻݐ
ఉିఈ
ఈିଵ  ሺߙ െ 1ሻݏఈିଶ൨ 

 
 Intutionistic fuzzy directed divergence corresponding to Sharma & Mittals 
measure. 
 Sharma & Mittals (1977) also studied the following generalized measure of 
directed divergence 

ఈܫ
ఉሺܲ: ܳሻ ൌ

1
1 െ 2ଵିఉ  ൦൭෍ ௜݌

ఈݍ௜
ଵିఈ

௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

െ 1൪ 

 
 Where ്ן ൐ן,1 0, ߚ ൐ 0, ߚ ് 1 
 Corresponding measure of instutionistic fuzzy directed divergence is 

ఈܫ
ఉሺܣ: ሻܤ ൌ  ൦൭෍ ஺ߤ

ఈሺݔ௜ሻߤ஻
ଵିఈሺݔ௜ሻ

௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

൅ ൭෍ ஺ܸ
ఈሺݔ௜ሻ ஻ܸ

ଵିఈሺݔ௜ሻ
௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

െ 1൪ 

 
 Where ്ן ൐ן,1 0, ߚ ൐ 0, ߚ ് 1 
 Now we define following measure of symmetric instutionistic fuzzy directed 
divergence  

ఈܫ
ఉሺܣ: ሻܤ ൌ ఈܫ

ఉሺܣ: ሻܤ ൅ ఈܫ
ఉሺܤ:  ሻܣ

 
 Next, we prove ܫఈ

ఉሺܣ: ఈܫ ሻ is valid measure it is obvious thatܤ
ఉሺܣ:  ሻ is defined inܤ

the range 0 ൑ ሻݔ஺ሺߤ ൅ ஺ܸሺݔሻ ൑ 1 and is continuous in the range.ܫఈ
ఉሺܣ:  ሻ is zeroܤ

when ߤ஺ሺݔሻ ൌ 0 and ஺ܸሺݔሻ=1.ܫఈ
ఉሺܣ:  ሻ in the rangeݔ஺ሺߤ ሻ is increasing function ofܤ

0 ൑ ሻݔ஺ሺߤ ൑ 0.5 and decreasing function of ஺ܸሺݔሻ in the range 0 ൑ ஺ܸሺݔሻ ൑ 0.5 . it 
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does not change on changing ߤ஺ሺݔሻ to ஺ܸሺݔሻ. 
 Next we show that ܫఈ

ఉሺܣ:  ሻ for this we considerݔ஺ሺߤ ሻ is convex function ofܤ
ݏ ൌ ݐ ሻ andݔ஺ሺߤ ൌ  ሻ thenݔ஻ሺߤ

ఈܫ
ఉሺܣ: ሻܤ ൌ

1
2ఉିଵ െ 1

 ൦൭෍ ஺ߤ
ఈሺݔ௜ሻߤ஻

ଵିఈሺݔ௜ሻ
௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

൅ ൭෍ ஺ܸ
ఈሺݔ௜ሻ ஻ܸ

ଵିఈሺݔ௜ሻ
௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

െ 1൪

൑
1

2ఉିଵ െ 1
൥෍ሺݏఈݐଵିఈሻ

ఉିଵ
ఈିଵ

௡

௜ୀଵ

൅ ෍ሺሺ1 െ ሻఈሺ1ݏ െ ሻଵିఈሻݐ
ఉିଵ
ఈିଵ

௡

௜ୀଵ

െ 1൩ 

 
 Consider 

݂ሺݏ, ሻݐ ൌ
1

2ఉିଵ െ 1
൤ሺݏఈݐଵିఈሻ

ఉିଵ
ఈିଵ ൅ ሺሺ1 െ ሻఈሺ1ݏ െ ሻଵିఈሻݐ

ఉିଵ
ఈିଵ െ 1൨ 

݂ᇱሺݏ, ሻݐ ൌ
1

2ఉିଵ െ 1
൤൬

ߚ െ 1
ߙ െ 1൰ ሺݏఈݐଵିఈሻ

ఉିఈ
ఈିଵ ݏߙఈିଵݐଵିఈ

൅ ൬
ߚ െ 1
ߙ െ 1൰ ሺሺ1 െ ሻఈሺ1ݏ െ ሻଵିఈሻݐ

ఉିఈ
ఈିଵߙ ሺെ1ሻሺ1 െ ሻఈିଵሺ1ݏ െ  ሻଵିఈ൨ݐ

 
 Or  

݂ᇱሺݏ, ሻݐ ൌ
1

2ఉିଵ െ 1
൬

ߚ െ 1
ߙ െ 1൰ ߙ ൤ሺݏఈݐଵିఈሻ

ఉିఈ
ఈିଵ ݏఈିଵݐଵିఈ

൅ ሺሺ1 െ ሻఈሺ1ݏ െ ሻଵିఈሻݐ
ఉିఈ
ఈିଵ ሺെ1ሻሺ1 െ ሻఈିଵሺ1ݏ െ  ሻଵିఈቃݐ

݂ᇱᇱሺݏ, ሻݐ ൌ
1

2ఉିଵ െ 1
൬

ߚ െ 1
ߙ െ 1൰ ߙ ൤൬

ߚ െ ߙ
ߙ െ 1൰ ሺݏఈݐଵିఈሻ

ఉିଶఈାଵ
ఈିଵ ఈିଵݏߙଵିఈݐఈିଵݏ 

൅ ሺݏఈݐଵିఈሻ
ఉିఈ
ఈିଵ ሺߙ െ 1ሻݏఈିଶݐଵିఈ

൅ ൬
ߚ െ ߙ
ߙ െ 1൰ ሺሺ1 െ ሻఈሺ1ݏ െ ሻଵିఈሻݐ

ఉିଶఈାଵ
ఈିଵ ሺ1ߙ  െ ሻఈିଵሺ1ݏ െ ሻଵିఈሺ1ݐ

െ ሻఈିଵሺ1ݏ െ ሻଵିఈݐ

൅ ሺሺ1 െ ሻఈሺ1ݏ െ ሻଵିఈሻݐ
ఉିఈ
ఈିଵሺߙ െ 1ሻሺ1 െ ሻఈିଶሺ1ݏ െ  ሻଵିఈ൨ݐ

 
 We have ݂ᇱᇱሺݏ, ሻݐ ൒ 0. 
 So ܫఈ

ఉሺܣ: ఈܫ ሻ thereforeݔ஺ሺߤ ሻ is convex function ofܤ
ఉሺܣ:  ሻ is valid measure ofܤ

intutonistic fuzzy diverted divergence. 
 
Particular cases 
limఉ՜ଵ ఈܫ

ఉሺܣ: ሻܤ ൌ :ܣఈሺܫ ሻ and limఉ՜ଵܤ ఈܬ
ఉሺܣ: ሻܤ ൌ :ܣఈሺܬ  ሻܤ

 Let B=ܣூிௌ, the most fuzzy set i.e. ߤ஻ሺݔ௜ሻ ൌ 0.5 and ஻ܸሺݔ௜ሻ ൌ   ௜ thenݔ ׊ 0.5

ఈܫ
ఉሺܣ: ூிௌሻܣ ൌ

1
2ఉ െ 1

൦൭෍ ஺ߤ
ఈሺݔ௜ሻሺ0.5ሻଵିఈ

௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

൅ ൭෍ ஺ߤ
ఈሺݔ௜ሻሺ0.5ሻଵିఈ

௡

௜ୀଵ

൱

ఉିଵ
ఈିଵ

െ 1൪ 
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 = ଵ
ଶഁିଵ

 ଵ
ଶభషഁ ∑ ቈ൫ߤ஺

ఈሺݔ௜ሻ ൅ ஺ܸ
ఈሺݔ௜ሻ൯

ഁషభ
ഀషభ െ 2ଵିఉ቉௡

௜ୀଵ  

 = ଵ
ଵିଶభషഁ ∑ ቈ൫ߤ஺

ఈሺݔ௜ሻ ൅ ஺ܸ
ఈሺݔ௜ሻ൯

ഁషభ
ഀషభ െ 2ଵିఉ቉௡

௜ୀଵ  

 =ି௡ଶభషഁ

ଵିଶభషഁ ൅ ଵ
ଵିଶభషഁ ∑ ቈ൫ߤ஺

ఈሺݔ௜ሻ ൅ ஺ܸ
ఈሺݔ௜ሻ൯

ഁషభ
ഀషభ െ 2ଵିఉ቉௡

௜ୀଵ ൅ ௡
ଵିଶభషഁ 

 =n-ܪఈ
ఉሺܣሻ 

 
 Thus ܫఈ

ఉ൫ܣ:  ఉ൯=n – (Entropy of intutionistic fuzzy set)ܣ
 
 
Conclusion 
We have proposed some new measures of intutionistic fuzzy directed divergence 
measures and proved their validity. Total ambiguity measures and fuzzy information 
improvement measures have also been introduced. Further comparative investigations 
for the amount of total ambiguity in different measures suggested for different pairs of 
fuzzy sets with different possible values of α and β can be computationally made and 
similar investigation can be done for the corresponding fuzzy information 
improvement measures suggested. 
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