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Abstract

In the present paper, generalized measures of intutionistic fuzzy directed
divergence with the proof of their validity are introduced .paticular case of
corresponding directed divergence and symmetric divergence have also been
discussed.
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Introduction
Uncertainty and fuzziness are the basic nature of human thinking and of many real
world objectives.Fuzziness is found in our decision, in our language and in the way
we process information. The main use of information is to remove uncewrtainity and
fuzziness in fact we measure information supplied by the amount of probalistic
uncertainity removed in experiment and the measure of uncertainity removed is also
caled as measure of information while measure of fuzziness is the measure of
vagueness and ambiguity of uncertainties.

Shannon (1948) used “entropy” to measure uncertain degree of the randomnessin
a probability distribution.let X is a discrete random variable with pattern recognition
P= (PyP,, Ps ..... B,) in an experiment.the information contained in this experiment is
given by

n
H(P) = —Z pilogp;
i=1

Which is known as Shannon entropy.
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The concept of entropy has been widely used in different areas, eg.
communication theory,

Generalized measure of intutionstic fuzzy directed divergence corresponding to
Havard & Charvat measure:-

Havard & Charvat (1967) defined the directed divergence measure of a

probability distribution P=(Py,P,............ ,Pn) from another probability distribution
Q=(01,02y+ - vveveeny gn)as .
1
B(p- - B 1-B _ 1).
DA(P:Q) = 5= 1Z(pi G =1)i B> 0B # 1 i (1)

i=1

Which is called generalized directed divergence of degree 3.
The following measure of symmetric divergence was proposed by Kulbark
(1959):
]ﬁr(lp: Q) = DA(P:Q) + DP(Q: P)

1 - —
=7-1 IZ(Pfqil Prafpi?=2) @
i=1

Which is also called a distance measure of degree (3.
Corresponding (1) and (2) we get following measure of intutionstic fuzzy directed
divergence:

1 - . -
1P(A:B) = HZM(%)MB B + VP eVt P () — 1] R )

And JP(A:B) = IP(A:B) + I5(B: 4)

Now we show that I#(A: B) is a valid measure of intutionstic fuzzy directed
divergence.

12 (A: B) is defined in the range 0 < p,(x) + V,(x) < 1 Further it is proved that
18(A:B) > 0foradl g #1and B > 0.18(A: B) is continuous function of u,(x) and
Va(x). It iseasy to seethat I (4: B) = 0 when p,(x) = 0 and V,(x) = 1. IP(A:B) is
increasing function of p,(x) intherange 0 < py(x) < 0.5 and decreasing function of
Va(x) in the range 0 <V,(x) <0.5.18(4:B) does not changed on changing
wa(x) to Vy(x). To verify that I(A:B) is convex function of u,(x), Let us
consideru,(x) = s and V,(x) = t then

1 < . -
51 D khGouy e + v v )~ 1]

< ﬁZ[sﬁtl‘ﬂ +(1-s)P1 -t F —1]

i=1

Consider f(s) = ﬁ[sﬁtl-ﬁ + (1= -0)1F —1]
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Therefore f/(s) = ﬁ [BsP~1t1B + B(1 — s)P~1(=1)(1 — £)1F]
And f''(s) = ﬁ [B(B — 1)sP26F + BB —1)(1 —s)F2(1—t)*F] =0
Therefore I# (A: B) is convex function of u,(x;) Hence I8 (A: B) is valid measure

of intutionistic fuzzy entropy.
Corresponding to Renyis measure of directed divergence:
n

1
Dy (P: Q) = ~ _1log pr“qil"“
i=1

XFE 0,05 0 cvovreeeeeeeeeae e (4)

We define the measure of intutionistic fuzzy directed divergence

1 n
1 IOgZ[Mﬁ(xi)ué‘“(xi) + V() Vs~ ()] (5)

I«(A:B) = -

Where <+ 0, x> 0 and measure of intutionistic fuzzy symmetric divergence
J(A:B) = I(A:B) + Jo(B:A) o (6)

Now we show that I.(A: B) is a valid measure of intutionistic fuzzy directed
divergence.

Itisobviousthat I, (A: B) = 0 and isdefined intherange 0 < p,(x) + Vy(x) < 1

I.(A: B) is continuous in this range.it is easy to see that if u,(x) =0 and
V,(x) = 1 than I.(4: B) = 0.

I.(A:B) is increasing function of u,(x) in the range 0 < u,(x) < 0.5 and
decreasing function of V,(x) in the range 0 < V,(x) < 0.5.I.(A:B) does not
changed on changing u,(x) to V,(x). To verify that I, (A: B) is convex function of
p1y(x), Let usconsideru,(x) = s and V,(x) = t then

n

1
——log ) [ Gy () + VGV (xo)
i=1
< —1 log[s*t!* + (1 —)*(1 — t)17¥]
Let
f(s,t) = ~—1 log[s*t?™* + (1 — )*(1 — )]
1
f'(s,t) = [ox s 1gtmx—

o —1 s + (1 — $)*(1 — D%
« (1-5)*'(1-0']
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And
f(s,t) =

1
o« =1 Ls¥t1=* + (1 —s)*(1 — )17
o (¢ —1)(1 = $)*7?(1 - t)' ==}

1

{oc (x —1)s*2¢1~%4+

o [s%t1=% + (1 — 5)*(1 — £)1—%]2 (cc s* g7

e (1 _ S)oc—l(l _ t)l—oc)z]

Therefore I (A: B) is convex function of u,(x;) Hence I (A: B) is valid measure
of intutionistic fuzzy directed divergence.

Particular cases
limy_; I,(A: B) = I(A: B) and lim._,; /,(A: B) = J(A: B)

Where I(A: B) and J (A: B) are intutionistic fuzzy directed divergence intutionistic
fuzzy symmetry divergence.

Let B=Ar the most intutionistic fuzzy seti.e. ug(x;) = 0.5 and Vg(x;) = 0.5V i
Then

l(A: Aip) = = 27 loglus (x) (0. ST VR0 (05)' 7]

- [Z log(0.5)1~ + Z log{pg (x)) + VA“(xi)}]

=~ % — 1Z(OC —1)log2 +—Z]og{yz<(xl) +VE(x)}

=nlog2 - “—_12}21 log{uA () + V5 (x)}
Thus I (A: Ajp) = nlog2 — — X7, log{ug (x;) + V5 (x)}
=nlog 2 —(Entropy of theintutionistic fuzzy set)

I ntutionistic fuzzy entropy corresponding to Sharma and Mittals measure
Sharma and mittals (1975) characterized non additive entropy of discrete probability

distribution given by
H'B(p) = (Z pi ) -

Wherex# 1,6> 0,4 >0, # 1

Corresponding measure of instutionistic fuzzy entropy is given by

p-1
Hy(4) =g — [Z(uz(xl)wf(x)) fes 1]
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Where x# 1,0> 0, >0, # 1

Next, we prove Hf(A) is valid measure Hf(A) is defined in the range 0 <
usx)+Vy(x) <1 Hf (A) is continuous in the range.

Hf (A) iszerowhen 4 (x) = 0 and V, (x)=1.

Hf(A) is increasing function of u,(x) in the range 0 < u,(x) < 0.5 and
decreasing function of V,(x) intherange 0 < u,(x) < 0.5 . Hf (A) does not change
on changing 4 (x) to V,(x).

Also, Hf (A) isconcave function of u,(x).

Let pa(x;) =5, Va(x;) =t

— 1 a aﬁ—_i 1
f(s,t)—m[(s + £

f(St)_21; 1ﬁ_ (s® +t“)i1as -1
-1 - B
f”(s’t):21—g—1§—1[ﬁ (s +t%) a1 a1 et

+ (s* + t“)g—l (a — 1)5“‘2]

Intutionistic fuzzy directed divergence corresponding to Sharma & Mittals

measure.
Sharma & Mittals (1977) also studied the following generalized measure of

directed divergence
-1

-1
16(P:Q) = T 21 7 (pr‘q% ) -1

Where x# 1,> 0, >0, # 1
Corresponding measure of instutionistic fuzzy directed divergenceis
p-1 1 p-1

1£(4:B) = (Zuz(x»ué-%xo) (vamv& “(xJ) -1

Wherex# 1,6> 0,4 >0, # 1
Now we define following measure of symmetric instutionistic fuzzy directed

divergence
154:B) = 15(4:B) + 15 (B: 4)

Next, we prove If(A: B) isvalid measure it is obvious that If(A: B) isdefined in
the range 0 < u,(x) + V4(x) <1 andis continuous in the range.lf(A:B) is zero

when u,(x) = 0 and VA(x)=1.If(A: B) isincreasing function of u,(x) in the range
0 < uyu(x) < 0.5 and decreasing function of V,(x) intherange 0 < V,(x) < 0.5 . it
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does not change on changing p,4 (x) to V, (x).
Next we show that If (A:B) is convex function of u,(x) for this we consider

s = uy(x)andt = pg(x) then
B-1 B-1
a—-1

a—1
15(A:B) = (Z Ha ()i “(x») <Z Vi)V “(xi)) -1
= zﬁ—ll —1 [Z(satl_a)% * Z((l (1L~ DT 1]
=1 i=1

Consider
F5.0) = g [0 + (@1 - 921 - T -1
f,(S, t) — 2 1 — [(ﬁ - 1) (Satl—a)iTcll asa';ltl—a'
(ﬁ P2 0) (@ -9~ o0& ia (-1 - 971 - 017e]

Or
Fi(s,t) = zﬁ—j_l(ﬁ: ) [(satl S =

(04
£ (1= $)7(1 = DT (—1)(1 - ) 1(1 — )17

1 -1 —-a B—-2a+1
R = I

+ (setl- a)/;%i{ (@ — 1)s@2¢1-@

+(EZ0) @ -90a -9 e - et - e
— $)a (1 - £y
(= 91— ) EL(a - 1)1 - )72(1 - )1~

Wehave f"'(s,t) = 0.
So If(A:B) is convex function of u,(x) therefore If(A: B) is valid measure of
intutonistic fuzzy diverted divergence.

Particular cases
limg_,, I5 (A: B) = 1,(4: B) and limg_, J (4: B) = J,(A: B)

Let B=A,pg, the most fuzzy seti.e. ug(x;) = 0.5 and Vg (x;) = 0.5 V x; then
B-1 1 B-1

12 (4 Args) = (Zuﬁ(m(o 5)1- ) (Z HE () (051" ) -1
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_ 1
281

-1

B-1
21;_,; Di=1 [(Hff(xi) +VE(x))* T — Zl_ﬁl

B-1
:1_2;1_3 izt l(ﬂg(xi) + VAa(xi))“_l - 21_ﬁl

— Zl_B 1 E )
=11121-ﬁ t 17 Yiz1 [(ui’f(xi) + VA“(xl-))“-l -2t ﬂl +

1-21-8

=n-H (4)

Th

Conc

us 1% (A: Ag)=n— (Entropy of intutionistic fuzzy set)

lusion

We have proposed some new measures of intutionistic fuzzy directed divergence
measures and proved their validity. Total ambiguity measures and fuzzy information
improvement measures have also been introduced. Further comparative investigations
for the amount of total ambiguity in different measures suggested for different pairs of
fuzzy sets with different possible values of a and £ can be computationally made and
similar investigation can be done for the corresponding fuzzy information
improvement measures suggested.
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