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Abstract 
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1. INTRODUCTION 

It is known that many biological phenomenon involving thresholds, bursting rhythm 

models in medicine and biology optimal control models in economics and frequency 

modulate system exhibit the impulse effect. Thus impulsive differential equations, 

that is, differential equations involving impulse effects, appear as a natural description 

of observed  evolution phenomena for several real world problems. In recent years, 

qualitative properties of the mathematical theory of impulsive differential equations 

have been developed by large number of mathematicians ; see  [ 1–12 ] . Systems 

with infinite delay deserve study because they describe a kind of system present in the 

real world. In [4], Lyapunov functionals are adopted and components of x are divided 

into several groups, correspondingly, several functions    𝑉𝑗(𝑡, 𝑥(𝑗)) , (𝑗 =

1,2, … … , 𝑚)  are employed. In that way, to construct the suitable function is rather 

easy and the imposed conditions ensuring the required stability are less restrictive. 

There are some results on systems with infinite delay see [13, 14] 

In this work, we consider impulsive infinite delay differential equations. By using 

Lyapunov function and the Razumikhin  technique ; we get some results that are more 

general than the ones given in [5]. We extend the new technique developed in [4] to 

study impulsive systems. We give an example to show that this new technique is 

rather effective and especially applicable to system of impulsive infinite delay 

differential equations. 

 

2. PRELIMINARIES 

Consider the following, impulsive infinite delay differential equations 

                        𝑥′(𝑡) = 𝑓 (𝑡, 𝑥(𝑡), 𝑥(𝑡 − 𝜏(𝑡))) , 𝑡 ≥ 𝑡0, 𝑡 ≠ 𝑡𝑘 

  ∆𝑥(𝑡) = 𝑥(𝑡)−𝑥(𝑡−) = 𝐼𝑘(𝑥(𝑡−)),   𝑡 = 𝑡𝑘;  𝑘 = 1,2,…….                                (2.1)  

Where  𝑡 ∈ 𝑅+, 𝑓 ∈ 𝐶[𝑅+ × 𝑅𝑛 × 𝑃𝐶((−∞, 0], 𝑅𝑛), 𝑅𝑛],   𝑃𝐶((−∞, 0], 𝑅𝑛)  denotes 

the space of piecewise right continuous functions  ∅: (−∞, 0] → 𝑅𝑛  with the sup 

norm  ‖∅‖ = |∅(𝑠)|,    |. |−∞<𝑠≤0
𝑠𝑢𝑝

  is a norm in  𝑅𝑛, 𝑓(𝑡, 0,0) ≡ 0, 𝐼𝑘(0) ≡ 0, 𝑡 ≥

𝜏(𝑡) ≥ 0, 0 = 𝜏0 < 𝜏1 < 𝜏2 < ⋯ … … . < 𝜏𝑘 < ⋯ … ., 𝜏𝑘 → ∞  for  𝑘 → ∞, 𝑥(𝑡+) =

lim
𝑠→𝑡+

𝑥(𝑠),  and  𝑥(𝑡−) = lim
𝑠→𝑡−

𝑥(𝑠).  The functions  𝐼𝑘: 𝑅𝑛 → 𝑅𝑛, 𝑘 = 1,2, … . .,  and 

such that if  ‖𝑥‖ < 𝐻  and  𝐼𝑘(𝑥) ≠ 0,  then  ‖𝑥 + 𝐼𝑘(𝑥)‖ < 𝐻,  where  𝐻 = const.> 0.         

The initial condition for system (2.1) is given by 

                                      𝑥𝜎 = ∅                                                                            (2.2)  

Where                              ∅ ∈ 𝑃𝐶((−∞, 0], 𝑅𝑛)   
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We assume that a solution for the initial value problem (2.1) and (2.2) does exist and 

is unique. Since  𝑓(𝑡, 0,0) = 0,  then  𝑥(𝑡) = 0  is a solution of (2.1), which is called 

zero solution. 

Let                                 𝑃𝐶(𝜌) = {∅ ∈ 𝑃𝐶((−∞, 0], 𝑅𝑛) ∶ ‖∅‖ < 𝜌} 

For  ∅ ∈ 𝑃𝐶(𝜌),  we define 

‖∅‖ = ‖∅‖(−∞,𝑡] = |∅(𝑠)|−∞≤𝑠≤𝑡
𝑠𝑢𝑝

 

For convenience, we define  |𝑥| =   |𝑥𝑖|1≤𝑖≤𝑛
𝑚𝑎𝑥 ,  for  𝑥 ∈ 𝑅𝑛. 

 

We introduce some definitions as follows: 

 

Definition 2.1  The zero solution of (2.1) and (2.2) is said to be stable if for any  𝜎 ≥

𝑡0  and  𝜖 > 0, there is a  𝛿 = 𝛿(𝜎, 𝜖)  such that  [∅ ∈ 𝑃𝐶(𝛿), 𝑡 ≥ 𝜎]  implies that  

|𝑥(𝑡, 𝜎, ∅)| ≤ 𝜖. 

 

Definition 2.2  The zero solution of (2.1) and (2.2) is said to be uniformly stable if it 

is stable and  𝛿  is independant of  𝜎. 

 

Definition 2.3  A continuous  𝑊: 𝑅+ → 𝑅+  is called a wedge function if  𝑊(0) = 0  

and  𝑊(𝑠)  is strictly increasing. 

The following lemma  (c.f [1])  is needed in proving the main result. 

 

Lemma:  Let  𝑢  be a continuous and bounded function. Then for any wedge functions  

𝑊  and  𝑊∗,  any  ℎ > 0,  and for each  𝛽 > 0,  there is a corresponding  𝛽∗ > 0  

such that   

                              ∫ 𝑊(|𝑢(𝑠)|)𝑑𝑠 ≥ 𝛽
𝑡

𝑡−ℎ
   implies    ∫  𝑊∗(|𝑢(𝑠)|)𝑑𝑠 ≥ 𝛽∗𝑡

𝑡−ℎ
 

In what follows, we will split  ∅ = (∅1, ∅2, ∅3, … … … . , ∅𝑛)𝑇 ∈ 𝑃𝐶  into several 

vectors, say, 

(∅1
(1), ∅2

(1), … … … . . , ∅𝑛1

(1))
𝑇

, (∅1
(2), ∅2

(2), … … … . . , ∅𝑛2

(2))
𝑇

, . , (∅1
(𝑚), ∅2

(𝑚), … … … . . , ∅𝑛𝑚

(𝑚))
𝑇
 

such that 𝑛1 + 𝑛2 + ⋯ … … . +𝑛𝑚 = 𝑛  and   {∅1
(1), . . , ∅𝑛1

(1)
,

∅1
(2)

, . . . . , ∅𝑛2

(2)
, ∅1

(𝑚)
, . . , ∅𝑛𝑚

(𝑚)} = {∅1, ∅2, … … . . } 
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For convenience, we define  

∅(𝑗) = (∅1
(𝑗), ∅2

(𝑗), … … … . . , ∅𝑛𝑗

(𝑗)) ,     𝑗 = 1,2, … … … , 𝑚 

And                  ∅ = (∅(1), ∅(2), … … … . , ∅(𝑚))
𝑇
 

Note that the order of components in  ∅(𝑗)  is not necessarily same as that in  ∅ 

For  𝑥 = (𝑥1, 𝑥2, … … … … , 𝑥𝑛)𝑇 ∈ 𝑅𝑛,  we adopt the similar notation as for  ∅ ∈

𝑃𝐶(𝜌) 

Let                           |∅(𝑗)| = |𝑥𝑘
(𝑗)|,   𝑗 = 1,2, … … … … , 𝑚

1≤𝑘≤𝑛𝑗

𝑚𝑎𝑥
 

and thus   

                                         |𝑥| =   |𝑥(𝑗)|1≤𝑗≤𝑚
𝑚𝑎𝑥  

Correspondingly  

|∅(𝑗)(𝑠)| = |𝑥𝑘
(𝑗)(𝑠)|,   𝑗 = 1,2, … … … … , 𝑚

1≤𝑘≤𝑛𝑗

𝑚𝑎𝑥
    and   |∅(𝑠)| = |∅(𝑗)(𝑠)|

1≤𝑗≤𝑚

𝑚𝑎𝑥
 

Let 

     ‖∅(𝑗)‖ = ‖∅(𝑗)‖
(−∞,𝑡]

= |∅(𝑗)(𝑠)|,    𝑗 = 1,2, … . . , 𝑚
−∞≤𝑠≤𝑡

𝑠𝑢𝑝
 

and denote  

       𝑃𝐶(𝑗)(𝑡) = {∅(𝑗): (−, 𝑡] → 𝑅𝑛𝑗  |  ∅(𝑗) is continuous and bounded}, 

and   

       𝑃𝐶𝜌
(𝑗)(𝑡) = {∅(𝑗) ∈ 𝑃𝐶(𝑗)(𝑡) | ‖∅(𝑗)‖ < 𝜌 } 

 

3. MAIN RESULTS 

Theorem 3.1: let Φ𝑗: 𝑅+ → 𝑅+ be continuous, Φ𝑗 ∈ 𝐿1[0, ∞), Φ𝑗(𝑡) ≤ 𝐾𝑗 for 𝑡 ≥ 0 

with some constants 𝐾𝑗(𝑗 = 1,2) and 𝑊𝑖𝑗(𝑖 = 1,2,3,4,5, 𝑗 = 1,2) be wedge functions. 

Let there exist continuous functions 𝑃𝑗 , 𝑞𝑗: (0, ∞) → (0, ∞) such that 𝑃(𝑠) > 𝑠 for 

𝑠 > 0 and 𝑞𝑗(𝑠) is non increasing (𝑗 = 1,2) and continuous lyapunov functionals  

𝑉𝐽: [0, ∞) × 𝑃𝐶𝐻
(𝑗)(𝑡) → 𝑅+(𝑗 = 1,2) 

i) 𝑊1𝑗(|∅(𝑗)(𝑡)| ≤ 𝑉𝑗(𝑡, ∅(𝑗)(𝑡)) ≤ 𝑊2𝑗(|∅(𝑗)(𝑡)| 

+ 𝑊3𝑗 [ ∫ Φ𝑗(𝑡 − 𝑠)𝑊4𝑗|∅(𝑗)(𝑠)|𝑑𝑠

𝑡

−∞

]  𝑗 = 1,2 
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ii) When 𝑉1(𝑡) ≥ 𝑉2(𝑡)  there holds  𝑉1
′(𝑡) ≤ −𝑊51(|𝑥(1)(𝑡)|  if  𝑉1(𝑡 − 𝜏(𝑡)) <

𝑃1(𝑉1(𝑡)) 

When 𝑉1(𝑡) ≤ 𝑉2(𝑡)  there holds  𝑉2
′(𝑡) ≤ −𝑊52(|𝑥(2)(𝑡)|  if  𝑉2(𝑡 − 𝜏(𝑡)) <

𝑃2(𝑉2(𝑡)) 

iii) 𝑉𝑗 (𝜏𝑘𝑥(𝜏𝑘
−) + 𝐼𝑘(𝑥(𝜏𝑘

−))) ≤ (1 + 𝑏𝑘)𝑉𝑗(𝜏𝑘
−, 𝑥(𝜏𝑘

−)), 𝑗 = 1,2, 𝑘 = 1,2, … … 

for which 𝑏𝑘 ≥ 0 and ∑ 𝑏𝑘 < ∞∞
𝑘=1  

Where 𝑥(𝑡) = (𝑥(1)(𝑡), 𝑥(2)(𝑡)) is a solution of (2.1) and (2.2) then the zero 

solution of (2.1) is U.A.S 

Proof: Since 𝑏𝑘 ≥ 0 and ∑ 𝑏𝑘 < ∞∞
𝑘=1 , it follows that ∏ (1 + 𝑏𝑘) = 𝑀∞

𝑘=1   

            and 1 ≤ 𝑀 ≤  ∞ 

Let 𝑥(𝑡) = {𝑥(1)(𝑡), 𝑥(2)(𝑡)} is a solution of (2.1). Define a function 𝑉(𝑡) as 

follows: 

                   𝑉(𝑡) = { 
𝑉1(𝑡),         𝑖𝑓      𝑉1(𝑡) ≥ 𝑉2(𝑡)

𝑉1(𝑡),         𝑖𝑓      𝑉1(𝑡) ≤ 𝑉2(𝑡)
}                                  (3.1) 

Then 𝑉(𝑡) is continuous for all 𝑡 ∈ 𝑅+ 

We first claim that for any 𝑡 ∈ 𝑅+, 

[𝑊11(|𝑥(1)(𝑡)|) + 𝑊12(|𝑥(2)(𝑡)|)]

2
≤ 𝑉(𝑡)      

≤ 𝑊21(|𝑥(1)(𝑡)|) + 𝑊22(|𝑥(2)(𝑡)|) + 𝑊31 [ ∫ Φ1(𝑡 − 𝑠)𝑊41(|𝑥(1)(𝑠)|)𝑑𝑠

𝑡

−∞

]

+ 𝑊32 [ ∫ Φ2(𝑡 − 𝑠)𝑊42(|𝑥(2)(𝑠)|)𝑑𝑠

𝑡

−∞

]                                       (3.2) 

In fact if 𝑉1(𝑡) ≥ 𝑉2(𝑡) then by condition (i), 

 

𝑉(𝑡) = 𝑉1(𝑡) ≥
[𝑉1(𝑡) + 𝑉2(𝑡)]

2
≥

[𝑊11(|𝑥(1)(𝑡)|) + 𝑊12(|𝑥(2)(𝑡)|)]

2
 

 

Whereas if 𝑉1(𝑡) ≤ 𝑉2(𝑡), we also have 

𝑉(𝑡) = 𝑉2(𝑡) ≥
[𝑉1(𝑡) + 𝑉2(𝑡)]

2
≥

[𝑊11(|𝑥(1)(𝑡)|) + 𝑊12(|𝑥(2)(𝑡)|)]

2
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On the other hand, the right hand inequality in (3.2) obviously holds. 

Let  𝑃(𝑠) = min {𝑃1(𝑠), 𝑃2(𝑠)} and 𝑞(𝑠) = 𝑚𝑎𝑥{𝑞1(𝑠), 𝑞2(𝑠)} 

Obviously 𝑃 and 𝑞: (0, ∞) → (0, ∞) are also continuous, 𝑃(𝑠) > 𝑠 for 𝑠 > 0 and 

𝑞(𝑠) is non increasing. 

Now we can show that  

(a) On any subinterval of [𝑡0, ∞)]  where  𝑉1(𝑡) ≥ 𝑉2(𝑡), we have 

                                𝑉′(𝑡) ≤ −𝑊51(|𝑥(1)(𝑡)|                                                  (3.3) 

if                            𝑉(𝑡 − 𝜏(𝑡)) < 𝑃(𝑉(𝑡)) 

(b) On any subinterval of [𝑡0, ∞)]  where  𝑉1(𝑡) ≤ 𝑉2(𝑡), we have 

                              𝑉′(𝑡) ≤ −𝑊52(|𝑥(2)(𝑡)|                                                     (3.4) 

if                      𝑉(𝑡 − 𝜏(𝑡)) < 𝑃(𝑉(𝑡)) 

In fact, suppose that there is some 𝑠1 > 𝑠0 such that 𝑉(𝑡) ≥ 𝑉2(𝑡) for 𝑡 ∈ [𝑠0, 𝑠1] 

Then by (3.1), we have 

                      𝑉(𝑡) = 𝑉1(𝑡),  for 𝑡 ∈ [𝑠0, 𝑠1] 

If 𝑉1(𝑡 − 𝜏(𝑡)) ≥ 𝑉2(𝑡 − 𝜏(𝑡))  then 𝑉(𝑡 − 𝜏(𝑡)) = 𝑉1(𝑡 − 𝜏(𝑡)) and 𝑃(𝑉(𝑡)) =

𝑃(𝑉1(𝑡)) ≤ 𝑃1(𝑉1(𝑡)), hence 𝑉(𝑡 − 𝜏(𝑡)) < 𝑃(𝑉(𝑡)) implies 𝑉1(𝑡 − 𝜏(𝑡)) <

𝑃1(𝑉1(𝑡)); whereas if 𝑉1(𝑡 − 𝜏(𝑡)) ≤ 𝑉2(𝑡 − 𝜏(𝑡)) then 𝑉1(𝑡 − 𝜏(𝑡)) ≤ 𝑉2(𝑡 −

𝜏(𝑡)) = 𝑉(𝑡 − 𝜏(𝑡)) and 𝑃(𝑉(𝑡)) = 𝑃(𝑉1(𝑡)) ≤ 𝑃1(𝑉1(𝑡)), hence 𝑉(𝑡 − 𝜏(𝑡)) <

𝑃(𝑉(𝑡)) also implies 𝑉1(𝑡 − 𝜏(𝑡)) < 𝑃1(𝑉1(𝑡)). 

We conclude that for any 𝑡 ∈ [𝑠0, 𝑠1], 

                            𝑉′(𝑡) = 𝑉1
′(𝑡) ≤ −𝑊51(|𝑥(1)(𝑡)|)  if   𝑉(𝑡 − 𝜏(𝑡)) < 𝑃(𝑉(𝑡)) 

In a similar way 

                           𝑉′(𝑡) = 𝑉2
′(𝑡) ≤ −𝑊52(|𝑥(2)(𝑡)|)  if   𝑉(𝑡 − 𝜏(𝑡)) < 𝑃(𝑉(𝑡)) 

The trivial solution of (2.1) is trivially U.S 

Furthermore, we can show the U.A.S. Let  𝜖 = ℎ < 𝐻, we can find the corresponding 

𝛿(ℎ) > 0 (𝛿 < ℎ) in the U.S, and let 𝜂 = 𝛿(ℎ) then [𝜎 ≥ 𝑡0, ∅ ∈ 𝑃𝐶𝜂(𝛿), 𝑡 ≥ 𝛼] 

implies 

                      𝑉(𝑡) ≤
ℎ∗

2
  and   |𝑥(𝑡)| ≤ ℎ                                                          (3.5) 

Where 𝑀ℎ∗ = 𝑚𝑖𝑛{𝑊11(ℎ), 𝑊12(ℎ)} 
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For any given 𝛾 > 0 with 𝛾 < ℎ, we will find a 𝑇(𝛾) > 0 such that [𝜎 ≥ 𝑡0, ∅ ∈

𝑃𝐶(𝛿), 𝑡 ≥ 𝜎 + 𝑇] imply |𝑥(𝑡)| = |𝑥(𝑡, 𝜎, ∅| ≤ 𝛾. Since ∅𝑗 ∈ 𝐿1[0, ∞),  for the given 

𝛾 > 0, let 𝑀𝛾∗ = min{𝑊11(𝛾), 𝑊12(𝛾)}, we can find 𝑙 > 1 such that 

                                           𝑊4𝑗(ℎ) ∫ Φ𝑗(𝑠)𝑑𝑠 < 𝑊3𝑗
−1 (

𝛾∗

4
)

2

∞

𝑙
   

And 

                                      𝑊2𝑗 {𝑊4𝑗
−1 [𝑊3𝑗

−1 (
𝑀𝛾∗

4
)

(2𝐾𝑗𝑙
]} <

𝛾∗

4
 , 𝑗 = 1,2.. 

Then for 𝑡 ≥ 𝜎 + 𝑙,  we have by (i) that 

 𝑉𝑗(𝑡) ≤ 𝑊2𝑗(|𝑥(𝑗)(𝑡)|) + 𝑊3𝑗 [𝑊3𝑗
−1 (

𝛾∗

4
)

2
+ 𝐾𝑗 ∫ 𝑊4𝑗

𝑡

𝑡−𝑙
(|𝑥(𝑗)(𝑠)|)𝑑𝑠] , 𝑗 = 1,2..       (3.6) 

Let 0 < 𝑎 < inf {𝑃(𝑠) − 𝑠 (
𝛾∗

2
) ≤

ℎ∗

2
}  and let 𝑁 be the smallest positive integer such 

that 

                     
𝛾∗

2
+ 𝑁𝑎 ≥

ℎ∗

2
                                                                               (3.7) 

Set 𝑡𝑘 = 𝜎 + 𝑘𝑇∗, 𝑘 = 0,1,2, … … . . , 𝑁 where 𝑇∗ is to be determined later and will be 

independent of 𝜎 and  ∅ 

We claim that 

      𝑉(𝑡) ≤  
𝛾∗

2
+ (𝑁 − 𝑘)𝑎,  for  𝑡 ≥ 𝑡𝑘, 𝑘 = 0,1,2, … , 𝑁                          (3.8) 

Obviously, (3.8) holds for 𝑘 = 0 in view of (3.5) and (3.7). Suppose that for some 

𝑘: 0 ≤ 𝑘 ≤ 𝑁 − 1,   (3.8) holds. We want to show that (3.8) also holds for 𝑘 + 1, i.e. 

                  𝑉(𝑡) ≤  
𝛾∗

2
+ (𝑁 − 𝑘 − 1)𝑎,  for  𝑡 ≥ 𝑡𝑘+1                                         (3.9)           

                                 

Let 𝑟 = max {𝑙, 𝑞 (
𝛾∗

2
)}.  We first prove that if there exist some 𝑡1 ≥ 𝑡𝑘 + 𝑟 with 

              𝑉(𝑡1) ≤  
𝛾∗

2
+ (𝑁 − 𝑘 − 1)𝑎,                                                                 (3.10) 

 

Then  

                     𝑉(𝑡) ≤  
𝛾∗

2
+ (𝑁 − 𝑘 − 1)𝑎,  for  𝑡 ≥ 𝑡1                                                  (3.11) 
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In fact, suppose it is not true, then there is a �̂� > 𝑡1 with 𝑉(�̂�) > 
𝛾∗

2
+ (𝑁 − 𝑘 − 1)𝑎  

and 𝑉′(�̂�) > 0 

Since                  
𝛾∗

2
≤ 𝑉(�̂�) ≤

ℎ∗

2
 and �̂� > 𝑡1 ≥ 𝑡𝑘 + 𝑟,  

we have              𝑃(𝑉(�̂�)) > 𝑉(�̂�) + 𝑎 >  
𝛾∗

2
+ (𝑁 − 𝑘)𝑎 ≥ 𝑉(𝑡 − 𝜏(𝑡)) 

Noting that 𝑉(�̂�) >
𝛾∗

2
 and 𝑞(𝑠) is non increasing,  

we have               𝑞( 𝑉(�̂�)) ≤ 𝑞(
𝛾∗

2
),  and thus 

                             �̂� − 𝑞(𝑉(�̂�)) ≥ �̂� − 𝑞(
𝛾∗

2
) ≥ �̂� − 𝑟.  

Hence there holds 

                                                   𝑃(𝑉(�̂�)) > 𝑉(𝑡 − 𝜏(𝑡)) 

It follows from (3.3) or (3.4) that either 

                              𝑉′
1(�̂�) ≤ −𝑊51(|𝑥(1)(�̂�)| ≤ 0  

Or                          𝑉′
2(�̂�) ≤ −𝑊52(|𝑥(2)(�̂�)| ≤ 0 

In either case it leads to a contradiction. This shows that (3.11) holds. 

Next, we show that there does exist some 𝑡1 ∈ [𝑡𝑘 + 𝑟, 𝑡𝑘+1] such that (3.10) holds.  

Suppose not, for all 𝑡 ≥ 𝑡𝑘 + 𝑟  we would have 

                                      
𝛾∗

2
+ (𝑁 − 𝑘 − 1)𝑎 < 𝑉(𝑡) ≤

𝛾∗

2
+ (𝑁 − 𝑘)𝑎                 (3.12) 

This with the same arguments as above we obtain for 𝑡 ≥ 𝑡𝑘 + 𝑟  

Either                         𝑉′(𝑡) = 𝑉′
1(𝑡) ≤ −𝑊51(|𝑥(1)(𝑡)|                                             (3.13) 

or                     𝑉′(𝑡) = 𝑉′
2(𝑡) ≤ −𝑊52(|𝑥(2)(𝑡)|                                             (3.14) 

As we have shown before, one or the other inequalities holds on successive 

subintervals of  [𝑡𝑘 + 𝑟, +∞). For any 𝑡 > 𝑡𝑘 + 𝑟 we denote on [𝑡𝑘 + 𝑟, 𝑡] by I1, the 

set of subintervals where 𝑉1(𝑡) ≥ 𝑉2(𝑡) and by I2 the set of subintervals where 

𝑉1(𝑡) ≤ 𝑉2(𝑡). Then on I1, where (3.13) holds we have by (3.6) with j=1 and (3.12) 

that 

𝑊21(|𝑥(1)(𝑡)|) + 𝑊31 [𝑊31
−1

(
𝛾∗

4 )

2
+ 𝐾1 ∫ 𝑊41

𝑡

𝑡−𝑙

(|𝑥(1)(𝑠)|)𝑑𝑠] ≥ 𝑉1(𝑡) = 𝑉(𝑡) >
𝛾∗

2
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Which implies that either 

       𝑊21(|𝑥(1)(𝑡)|) ≥
𝛾∗

4
       i.e.           |𝑥(1)(𝑡)| ≥ 𝑊21

−1 (
𝛾∗

4
)                      (3.15) 

Or                    𝑊31 [𝑊31
−1 (

𝛾∗

4
)

2
+ 𝐾1 ∫ 𝑊41

𝑡

𝑡−𝑙
(|𝑥(1)(𝑠)|)𝑑𝑠] ≥

𝛾∗

4
  

i.e.                      ∫ 𝑊51
𝑡

𝑡−𝑙
(|𝑥(1)(𝑠)|)𝑑𝑠 ≥ 𝑊31

−1 (
𝛾∗

4
)

(2𝐾1)
 

Then by lemma 1 there exist a 𝛽1 > 0 such that 

                                                 ∫ 𝑊51
𝑡

𝑡−𝑙
(|𝑥(1)(𝑠)|)𝑑𝑠 ≥ 𝛽1                                      (3.16) 

 

Let 𝐸11 = {𝑡 ∈ 𝐼1|𝑊21(|𝑥(1)(𝑡)|) ≥
𝛾∗

4
}   and  𝐸21 = [𝑡𝑘 + 𝑟, 𝑡] − 𝐸11.  

Similarly on 𝐼2where (3.14) holds, we have by (3.6) with j=2 and (3.12) that either 

                          |𝑥(2)(𝑡)| ≥ 𝑊22
−1 (

𝛾∗

4
)                                                (3.17) 

Or for some 𝛽2 > 0, 

                           ∫ 𝑊52

𝑡

𝑡−𝑙

(|𝑥(2)(𝑠)|)𝑑𝑠 ≥ 𝛽2                                        (3.18) 

Let 𝐸12 = {𝑡 ∈ 𝐼2|𝑊22(|𝑥(2)(𝑡)|) ≥
𝛾∗

4
} and 𝐸22 = [𝑡𝑘 + 𝑟, 𝑡] − 𝐸12 

Suppose 𝑘𝑗
∗
 is the positive integer with 

                                            𝑘𝑗
∗𝛽𝑗 >

ℎ∗

2
≥ (𝑘𝑗

∗ − 1)𝛽𝑗 ,     𝑗 = 1,2 

Let 𝑇∗ = 𝑟 + 𝑘1
∗𝑙 + 𝑘2

∗𝑙 +
ℎ∗

𝑊51[𝑊21
−1(

𝛾∗

4
)]

+
ℎ∗

𝑊52[𝑊22
−1(

𝛾∗

4
)]

  and set 𝑡 = 𝑡𝑘 + 𝑇∗ 

Since the total measure of the interval [𝑡𝑘 + 𝑟, 𝑡𝑘 + 𝑇∗]  is 

                                           𝑘1
∗𝑙 + 𝑘2

∗𝑙 +
ℎ∗

𝑊51[𝑊21
−1(

𝛾∗

4
)]

+
ℎ∗

𝑊52[𝑊22
−1(

𝛾∗

4
)]

,   

there must hold at least one of the following cases: 

a) 𝑚(𝐸11) ≥
ℎ∗

𝑊51[𝑊21
−1(

𝛾∗

4
)]

;         

b)   𝑚(𝐸21) ≥ 𝑘1
∗𝑙 
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c) 𝑚(𝐸12) ≥
ℎ∗

𝑊52[𝑊22
−1(

𝛾∗

4
)]

;         

d) 𝑚(𝐸22) ≥ 𝑘2
∗𝑙,    where  𝑚(𝐸𝑖𝑗)  denote the measure of set 𝐸𝑖𝑗(𝑖, 𝑗 = 1,2)  

If (a) holds, then it follows from (3.13) and (3.15) that 

 𝑉1(𝑡𝑘 + 𝑇∗) ≤ 𝑉1(𝑡𝑘 + 𝑤) − ∫ 𝑊51(|𝑥(1)(𝑠)|)𝑑𝑠
𝑡𝑘+𝑇∗

𝑡𝑘+𝑤
  

                           ≤
ℎ∗

2
− ∫ 𝑊51𝐸11

[𝑊21
−1 (

𝛾∗

4
)] 𝑑𝑠 ≤ −

ℎ∗

2
< 0.    

This is a contradiction. 

If (b) holds then there must exist 𝑘1
∗
 points in 𝐸21 such that 

  𝑡1̂ <  𝑡2̂ < ⋯ … . < 𝑡𝑘1
∗̂ ,   𝑡1̂ ≥ 𝑡𝑘 + 𝑤 + 𝑙 and 𝑡�̂� ≥ 𝑡𝑖−1̂ + 𝑙, 𝑖 = 1,2, … .., 𝑘1

∗
 

Hence, we have by (3.13) and (3.16) that  

𝑉1(𝑡𝑘 + 𝑇∗) ≤ 𝑉1(𝑡𝑘 + 𝑤) − ∫ 𝑊51(|𝑥(1)(𝑠)|)𝑑𝑠

𝑡𝑘+𝑇∗

𝑡𝑘+𝑤

 

                               ≤  
ℎ∗

2
− ∑ ∫ 𝑊51(|𝑥(1)(𝑠)|)𝑑𝑠

 𝑡�̂�

 𝑡�̂�−𝑙

𝑘1
∗

𝑖=1

≤
ℎ∗

2
− 𝑘1

∗𝛽1 < 0 

Again, a contradiction 

    Similarly, by (3.14) and (3.17) or (3.18), we can conclude that ( c) or (d) 

also leads to a contradiction. This shows that there must exist some �̂� ∈ [𝑡𝑘 +

𝑤, 𝑡𝑘 + 𝑇∗] such that (3.10) holds. Thus 

                                𝑉(𝑡) ≤
𝛾∗

2
+ (𝑁 − 𝑘 − 1)𝑎, for all 𝑡 ≥ 𝑡𝑘 + 𝑇∗ = 𝑡𝑘+1,   

i.e, (3.9) is true. 

By induction, we arrive at 

     
[𝑊11(|𝑥(1)(𝑡)|)+𝑊12(|𝑥(2)(𝑡)|)]

2
≤ 𝑉(𝑡) ≤

𝛾∗

2
   for  𝑡 ≥ 𝑡𝑁 = 𝜎 + 𝑁𝑇∗      (3.19) 

If 𝑉1(𝜏𝑙) ≥  𝑉2(𝜏𝑙)  then 𝑉(𝜏𝑙) = 𝑉1(𝜏𝑙);  from inequality (3.19) and condition 

(iii) we have  

𝑉(𝜏𝑙) = 𝑉 (𝜏𝑙, 𝑥(𝜏𝑙
−) + 𝐼𝑘(𝑥(𝜏𝑙

−))) = 𝑉1 (𝜏𝑙, 𝑥(𝜏𝑙
−) + 𝐼𝑘(𝑥(𝜏𝑙

−)))  

                           ≤ (1 + 𝑏𝑙)𝑉1(𝜏𝑙
−, 𝑥(𝜏𝑙

−)) ≤ (1 + 𝑏𝑙)
ℎ∗

2
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If 𝑉1(𝜏𝑙) <  𝑉2(𝜏𝑙)  then 𝑉(𝜏𝑙) = 𝑉2(𝜏𝑙);  from inequality (3.19) and condition 

(iii) we have  

𝑉(𝜏𝑙) = 𝑉 (𝜏𝑙 , 𝑥(𝜏𝑙
−) + 𝐼𝑘(𝑥(𝜏𝑙

−))) = 𝑉2 (𝜏𝑙, 𝑥(𝜏𝑙
−) + 𝐼𝑘(𝑥(𝜏𝑙

−)))  

                            ≤ (1 + 𝑏𝑙)𝑉2(𝜏𝑙
−, 𝑥(𝜏𝑙

−)) ≤ (1 + 𝑏𝑙)
ℎ∗

2
 

So in either case, we have proved that 𝑉(𝜏𝑙) ≤ (1 + 𝑏𝑙)
ℎ∗

2
 

Next we prove that 

   𝑉(𝑡) ≤ (1 + 𝑏𝑙)
ℎ∗

2
 for 𝜏𝑙 ≤ 𝑡 < 𝜏𝑙+1                                     (3.20) 

If inequality (3.20) does not hold, then there is a �̂� ∈ ( 𝜏𝑙, 𝜏𝑙+1) such that 

                             𝑉(�̂�) > (1 + 𝑏𝑙)
ℎ∗

2
   

and                       𝑉′(�̂�) > −𝑊51(|𝑥(1)(�̂�)|),   𝑉(𝑡) ≤ 𝑉(�̂�) for 𝑡 ∈ [𝜏𝑙, �̂� ] 

Since 𝑡 ≥ 𝜏(𝑡) ≥ 0, we have  

𝑉(�̂� − 𝜏(�̂�)) ≤ 𝑃(𝑉(�̂�)) 

From (3.4)          𝑉′(�̂�) ≤ −𝑊51(|𝑥(1)(�̂�)|).  

This is a contradiction. So (3.20) holds. 

If                             𝑉1(𝜏𝑙+1) ≥  𝑉2(𝜏𝑙+1)   then  𝑉(𝜏𝑙+1) = 𝑉1(𝜏𝑙+1);   

from inequality (3.20) and condition (iii) we have  

                                  𝑉(𝜏𝑙+1) = 𝑉 (𝜏𝑙+1, 𝑥(𝜏𝑙+1
−) + 𝐼𝑘(𝑥(𝜏𝑙+1

−))) 

                                   = 𝑉1 (𝜏𝑙+1, 𝑥(𝜏𝑙+1
−) + 𝐼𝑘(𝑥(𝜏𝑙+1

−)))  

                                ≤ (1 + 𝑏𝑙+1)𝑉1(𝜏𝑙+1
−, 𝑥(𝜏𝑙+1

−)) ≤ (1 + 𝑏𝑙+1)(1 + 𝑏𝑙)
ℎ∗

2
 

If             𝑉1(𝜏𝑙+1) <  𝑉2(𝜏𝑙+1)  then 𝑉(𝜏𝑙+1) = 𝑉2(𝜏𝑙+1);   

from inequality (3.20) and condition (iii) we have 

                 𝑉(𝜏𝑙+1) = 𝑉 (𝜏𝑙+1, 𝑥(𝜏𝑙+1
−) + 𝐼𝑘(𝑥(𝜏𝑙+1

−))) 

                                                   = 𝑉2 (𝜏𝑙+1, 𝑥(𝜏𝑙+1
−) + 𝐼𝑘(𝑥(𝜏𝑙+1

−)))  

                                      ≤ (1 + 𝑏𝑙+1)𝑉2(𝜏𝑙
−, 𝑥(𝜏𝑙

−)) ≤ (1 + 𝑏𝑙+1)(1 + 𝑏𝑙)
ℎ∗

2
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So in either case, we have proved that 

         𝑉(𝜏𝑙+1) ≤ (1 + 𝑏𝑙+1)(1 + 𝑏𝑙)
ℎ∗

2
 

By simple induction, we can prove that in general  

         𝑉(𝑡) ≤ (1 + 𝑏𝑙+𝑖+1) … … . . (1 + 𝑏𝑙)
ℎ∗

2
   for  𝜏𝑙+𝑖 ≤ 𝑡 ≤ 𝜏𝑙+𝑖+1 

Taking this together with (3.2) and (3.19) and ∏ (1 + 𝑏𝑘) = 𝑀∞
𝑘=1 , we have  

 

            
[𝑊11(|𝑥(1)(𝑡)|)+𝑊12(|𝑥(2)(𝑡)|)]

2
≤ 𝑉(𝑡) ≤ 𝑀

ℎ∗

2
  for 𝑡 ≥ 𝜎 

Since 𝑀ℎ∗ = 𝑚𝑖𝑛{𝑤11(ℎ), 𝑤12(ℎ)}, we have 

              𝑊11(|𝑥(1)(𝑡)|) ≤ 𝑊11(ℎ), 𝑊12(|𝑥(2)(𝑡)|) ≤ 𝑊12(ℎ).  

Therefore, 

              |𝑥(𝑡)| = 𝑚𝑎𝑥(|𝑥(1)(𝑡)|), (|𝑥(2)(𝑡)|) ≤ 𝛾,            for  𝑡 ≥ 𝜎 + 𝑇  

where 𝑇 = 𝑁𝑇∗ is obviously independent of 𝜎 and ∅. 

  Therefore, the zero solution of (2.1) is U.A.S 

 

Theorem 3.2: Suppose that there exist continuous lyapunov functionals  

𝑉𝑗: [𝛼, ∞) × 𝐶𝐻
𝑗(𝑡) → 𝑅+(𝑗 = 1,2, … . , 𝑚) satisfying (i) in Theorem 3.1 and 

such that  

(ii)’ when 𝑉𝑘 (𝑡, 𝑥(𝑘)(. )) = max [𝑉𝑗(𝑡, 𝑥𝑗(. ))|1 ≤ 𝑗 ≤ 𝑚)],  there holds 

𝑉𝑘′(𝑡, 𝑥(𝑘)(. )) ≤ −𝑊5𝑘(|𝑥(𝑘)(𝑡)|  if 𝑉𝑘(𝑠, 𝑥(𝑘)(. )) ≤ 𝑃𝑘(𝑉𝑘(𝑡, 𝑥(𝑘)(. ))  for 

𝑠 ∈ [max{𝛼, 𝑡 − 𝑞𝑘(𝑣𝑘(𝑡))} , 𝑡],  where 𝑊5𝑗  are wedge functions and 𝑃𝑗 , 𝑞𝑗 

have the same properties as in Theorem 3.1 for 𝑗 = 1,2, … . . , 𝑚  then the zero 

solution of (2.1) is U.A.S 

 

4. CONCLUSION 

In this work, we have considered the impulsive infinite delay differential equations. 
By using Lyapunov functions and Razumikhin technique, we have obtained some 
more general results. When using the razumikhin technique, we used a new technique 
given in [4], this technique has been extended to study impulsive infinite delay 
differential systems. 
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