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Abstract 
 

This Load Balancing algorithm puts forward a new proposal to balance the 
server load. The load balancing system is a set of substitute buffer to share the 
server load, when their load exceeds its limit. The proposed technique gives an 
effective way to overcome the load balancing problem. Serving to more 
number of client requests is the main aim of every web server, but due to some 
unexpected load, the server performance may degrade. To overcome these 
issues, network provides an efficient way to distribute their work with the sub 
servers which is also known as proxy servers. Allocating work to the sub 
server by their response time is the proposed technique. The secure socket 
layer with Load balancing scheme has been introduced to overcome those 
server load problems. Storing and serving effectively and securely is more 
important so that desired algorithm is going to implement for load distribution 
and security enhancement named as SSL_LB and RSA respectively. 
Calculating response time of each request from the clients has been done by 
sending an empty packet over the networking to all the sub servers. In this 
Load Balancing system, the SSL based load distribution schemes has been 
introduced for better performance. 
 
Keywords: Load Dispatcher, IP Spraying, Load Prediction, Latency time, 
Throughput, Load reduction. 

 
 
Introduction 
Internet server applications must be able to run on multiple servers to accept an ever 
increasing number of users and networks need the ability to scale performance to 
handle large volumes of client requests without creating unwanted delays. So, load 
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balancing algorithm must be implemented for better performance as well as to 
increase the ability to handle more number of users. For these reasons, clustering is of 
wide interest to the enterprise. Clustering enables a group of independent servers to be 
managed as a single system for higher availability, easier manageability, and greater 
scalability. 

 

 
 

Figure 1: System Model 
 
 
 The Above figure-1 represents the overall system model. End-user requests are 
sent to a load-balancing system that determines which server is most capable of 
processing the request. It then forwards the request to that server. Server load 
balancing can also distribute workloads to firewalls and redirect requests to proxy 
servers and caching servers. 
 In order to achieve web server scalability, more servers need to be added to 
distribute the load among the group of servers, which is also known as a server 
cluster. 
 When multiple web servers are present in a server group, the HTTP traffic needs 
to be evenly distributed among the servers. These servers must appear as one web 
server to the web client, for example an internet browser. The load balancing 
mechanism used for spreading HTTP requests is known as IP Spraying. The 
equipment used for IP spraying is also called the Load Dispatcher or Network 
Dispatcher or simply, the Load Balancer. In this case, the IP sprayer intercepts each 
HTTP request, and redirects them to a server in the server cluster. Depending on the 
type of sprayer involved, the architecture can provide scalability, load balancing and 
failover requirements. 
 
 
Objectives 
• Review the characteristic of the server and proxy servers. 
• Review the different aspects of reducing the server load. 



Secure Socket Layer based Load Balancing Algorithm 3 
 

 

• Propose a new concept called SSL_LB Scheme. 
• Analysis, design and find the new solution. 

 
 
Need for the System 
Network Load Balancing is superior to existing system such as round robin DNS 
(RRDNS), which distributes workload among multiple servers but does not provide a 
mechanism for server availability. If a server within the host fails, RRDNS, unlike 
Network Load Balancing, will continue to send it work until a network administrator 
detects the failure and removes the server from the DNS address list. This results in 
service disruption for clients. This project also has advantages over other load 
balancing solutions—both hardware- and software-based—that introduce single 
points of failure or performance bottlenecks by using a centralized dispatcher. 
Because the project Load Balancing has no proprietary hardware requirements, any 
industry-standard compatible computer can be used. This provides significant cost 
savings when compared to proprietary hardware load balancing solutions. 
 
 
Problem Formulation 
Complex systems make increasing Demands on web servers. Multiple Objects can 
interfere, and high volumes can overwhelm Systems. Fixes need to be identified early 
in this research, and Clients have scalability concerns, and must warrantee some level 
of scalability with industry accepted metrics. The basic performance challenges for 
both the browser and server sides of the equation and advises on an overall approach 
for identifying and attacking performance bottlenecks. Identifying load of the servers 
is more complicated process. The identification of load refers to the practice of 
modeling the expected usage of a software program by simulating multiple users 
accessing the program concurrently. As such load identification is most relevant for 
multi-user systems; often one built using a client/server model, such as web servers. 
However, other types of software systems can also be used for load testing. 
 There are few simple symptoms shows network server load. If the server load 
exceeds its limit then the application will automatically gets slow down and response 
from the server will be very low. 
 Single physical Origin or Proxy Server may not be able to handle its load. For 
Web-based applications, a poor response time has significant financial implications 
due to the long response time resulting from the Secure Sockets Layer (SSL), which is 
commonly used for secure communication between clients and Web servers. Even 
though SSL is the de facto standard for transport layer security, its high overhead and 
poor scalability are two major problems in designing secure large-scale network 
servers. Deployment of SSL can decrease a server’s capacity by up to two orders of 
magnitude. In addition, the overhead of SSL becomes even more severe in application 
servers. Application servers provide Dynamic contents and the contents require secure 
mechanisms for protection. Generating dynamic content takes about 100 to 1,000 
times longer than simply reading static content. Moreover, since static content is 
seldom updated, it can be easily cached. Several efficient caching algorithms have 
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been proposed to reduce latency and increase throughput of front-end Web services. 
However, because dynamic content is generated during the execution of a program, 
caching dynamic content is not an efficient option like caching static content. Server 
load may increase slightly when more number clients requesting at a particular time. 
 
 
Load Balancing Algorithm 
The server, which receives the request from another node, generates and encrypts the 
dynamic content using the forwarded session key. Finally, it returns the reply to the 
initial node, which sends the response back to the client. We assume that all the intra 
communications in a cluster are secure since these nodes are connected through the 
user-level communication and are located very closely. 
  If CR1  S then 
  Check load of S. 
  If LS exceeds then  
  Calculate R and then Send P  S1, S2, S3…Sn 
  CR1  Si. 
 
 The requests arriving at the Web switch of the network server are sent to either the 
Web server layer or the application server layer according to the requested service by 
the client. Since the SSL connection is served by a different type of HTTP server 
(Hypertext Transfer Protocol Secure (HTTPS)) and a different port number, the 
requests for the SSL connection are passed on to the distributor in the application 
server layer. To solely focus on the performance of the application server, it ignores 
the latency between the Web switch and the distributor and logically represents them 
as one unit. When a request arrives at the distributor, it searches its lookup table to 
determine whether there is a server that has the session information of the client and 
then forwards the request to the server. Otherwise, it picks up a new server to forward 
the request. The forwarded server establishes a new SSL connection with the client. If 
the request is forwarded to a highly loaded server, the server in turn sends the request 
with the session information to a lightly loaded server. 
 The server identifies the available server by sending an empty packet. If the sub 
server is free then it will responds immediately, through the response time it allocates 
the clients to the proxy servers. End-user requests are sent to a load-balancing system 
that determines which server is most capable of processing the request. It then 
forwards the request to that server. Server load balancing can also distribute 
workloads to firewalls and redirect requests to proxy servers and caching servers.  
The above figure-1 represents the architecture of the proposed mechanism. The 
requests from various clients are gathered in the server side, the server load will be 
calculated using the SSL_LB scheme if the server load exceeds the sub servers’ 
details can be collected. After that the server sends as empty packet to all the sub 
servers, depends on the response time the client request will be navigated to the 
particular sub server. The client navigation will be considered  
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Figure 1: SSL_Load Balancing Architecture 
 
 
SSL_Load Balancing (SSL-LB) Algorithm: 
Step 1:  Representing the server and its sub servers by defining the IP address and 

Host name. This helps to allocate and construct the network structure with 
main server and proxy server before proceeding. 

Step 2: Save those Network construction with relevant details. This can be done 
with proper authentication. 

Step 3:   Select the files to be shared with the proxy servers. 
Step 4:  Encrypt the files with the help of private and public keys. This can be done 

with the help of RSA algorithm. 
Step 5:  Save those encrypted files on the sub servers. These files will be 

automatically stored on the proxy’s, the proxy servers could be identified 
by the network construction module, which stores the IP addresses. 

Step 6:  The uploaded files are sharable and the client can be download those files 
which they needed. 

Step 7:  The next step is evaluating the server load. When client requests the 
server, server calculates the load by the number of open connections. The 
request of the clients will be categorized into 2 types such as dynamic and 
static requests. 

Step 8:  The server distributes an empty packet to all sub servers and gathers the 
response. The response time will be calculated through queuing method.  

Step 9: The response time will be calculated and compared by using the total 
number of requests and download time of the sub servers. 

Step 10:  The user request is redirected to the sub server and the user can download 
the files and decrypt using the private key. 

 
 The server load will be calculated by determining some elements such as number 
of connections made in the network, proxy server allocation. The approximate server 
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Conclusion 
Through this Research paper, assume that 80 percent of the requests are dynamic and 
are automatically directed to the application servers. The remaining 20 percent are 
serviced by the Web servers. It will be more adaptable to the 99 percent dynamic 
requests in the future and effective load distribution will be made. 
 This Research is carry out for pay load reduction of the web server when the 
server being busy and investigated the performance implications of the SSL protocol 
for providing a secure service in a cluster-based web application server. An ultimate 
aim of this thesis is to stimulate this scenario as a real time project, analysis and 
evaluate results. Using three proxy servers, proposed a back-end forwarding scheme 
for distributing load to the lightly loaded server and improving server performance to 
obtain the better results. In this system examined different aspects of using IP any cast 
as a mechanism for load distribution and service location in the Internet. 
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