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Abstract 
 
The PI, PD and PID controllers are widely used and successfully 
applied controllers to many applications. Their successful application, 
good performance, easiness of tuning are sufficient rational for their 
use, although their structure is justifiedby heuristics. In this paper by 
the use of optimal control theory we formulate a tracking problem and 
show those cases when their solution gives the PI, PD and PID 
controllers, thus avoiding heuristics and giving a systematic approach 
to explanation for excellent performance. It is shown that the PI 
controller is optimal for first order system, the PID controlleris optimal 
for a 2nd order system with nonzero. 
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1. Introduction 
The PD, PI and PID controllers are successfully applied controllers to many 
applications, almost from the beginning of controls applications [1,2] . The facts of 
their successful application, good performance, and easiness of tuning are speaking for 
themselves and are sufficient rational for their use, although their structure is justified 
by heuristics: 

“The PID controller constitutes the heuristic approach to controller design that has 
found wide acceptance in the process industries.”[2]. 

In this paper we state a problem whose solution leads to PID controller structure, 
thus avoiding heuristics and giving a systematic approach to explanation for the 
excellent performance of the PID controllers. Namely, by the use of LQR theory we 
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formulate control-tracking problems and show those cases when their solution gives 
the PID family of controllers. The novelty of results in this paper is that shows for 
what problems thePID controller are the optimal controller and for which they are not. 

The importance of this result is: 
1) From theoretical point of view it is important to know that widely used control 

architecture can be derived from optimal control problem. 
2) The solution shows for what kind of systems PID controller are optimal. It is 

shown that the PI controller is optimal for first order system; the PID controller 
is optimal for 2nd order systems with no zero. The reference trajectory is 
generated by system identical to plant. The differences are the initial conditions 
and the input to reference trajectory generator. The tracking error is the position 
error, and zero steady state is imposed by integral action on the tracking error. 

This is reason that the PID controllers are so well performing in servo application 
and chemical processes, as there are of this type. 

 
 

2. Optimal tracking Problem 
We assume the n-th order multi input multi-output system 
 

ݔ = ݔܣ + ݑܤ
ݕ = ݔܥ

̇
  (1) 

 
Where x∈ܴ௡is the state; u ∈ܴ௠is the input and y ∈ܴ௣is the measured output; 

A∈ܴ݊×݊ , B∈ܴ݊×݉and C ∈ܴ݌×݊ . The reference trajectory generator is 
௥ݔ̇ =  ௥ݔ௥ܣ

௥ݕ =  ௥  (2)ݔ௥ܥ
 
Where ݔ௥∈ܴ௩is the state; ݑ௥∈ܴஜisthe input and y∈ܴ௣is the referenceoutput; 

A∈ܴ௩×௩ , B∈ܴ௩×ஜand C ∈ܴ௣×௩. 

The integral action is introduced into the control in order to force zero tracking 
errors for polynomial inputs, and to attenuate disturbances. This is done by introducing 
the auxiliary variable 

 
 ௥  (3)ݕ− e = y =ߟ̇

 
The control objective is 
 

ܬ = 1/2{ቀݕ൫ݐ௙൯ − ଵܩ்(௙൯ቁݐ௥൫ݕ ቀݕ൫ݐ௙൯ − ௙൯ቁݐ௥൫ݕ ௙൯ݐ൫ߟଶܩ்(௙ݐ)ߟ +
(ݐ)ݕ)]∫ (ݐ)ݕଵ൫்ܳ((ݐ)௥ݕ− − (ݐ)ߟଶ்ܳ(ݐ)ߟ൯(ݐ)௥ݕ +  (4)  {ݐ݀[(ݐ)ݑ்ܴ(ݐ)ݑ

 

 
The optimal tracking problem is to find an admissible input u(t) such that the 

tracking objective (4) is minimized subject to dynamic constraints (1,2,4). All vectors 
and metrics are of the proper dimensions. 
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3. Solution of the Tracking 
Problem 
In order to solve the optimal Tracking Problem we augment the state variable to the 
form 

ݔ̅ = ൥
ݔ
ߟ
ݎݔ
൩  

 

ܣ̅ = ൥
ܣ 0 0
ܥ 0 ௥ܥ−
0 0 ௥ܣ

൩  (5) 

 

തܤ = ൥
ܤ
0
0
൩  

 
̅ܥ = − 0 ܥ]  [௥ܥ

 
Then the problem is minimization of (4) subject to (1,2) is problem ofminimization 

of 
ܬ = ௙൯ݐ൫ݔܩ்(௙ݐ)ݔ}1/2 + ∫[ (ݐ)ݔ்ܳ(ݐ)ݔ +   {ݐ݀[(ݐ)ݑ்ܴ(ݐ)ݑ

 
ଶܲଶܥ௥ + ଶܲଷܣ௥ − ଵܲଶିܴܤଵ்ܤ ଵܲଷ = 0  (6) 

Subject to 
ݔ̇̅ =  (7)  ݑതܤ+ݔ̅ܣ̅

Where 

Q=்ܳ̅ܥଵ̅ܥ+൥
0
1
0
൩ܳଶ[0 1 0] (8) 

 

ܩ = ൥+̅ܥଵܩ்̅ܥ
0
1
0
൩  ଶ[0 1 0]ܩ

 
The solution is [3] 
 

ݑ = −ܴିଵܤതܲ̅(9) ݔ 
 
−ܲ̇ = ܣ̅ܲ + ்ܲܣ̅ + ܳ − ௙൯ݐത்ܲ ,ܲ൫ܤതܴିଵܤܲ =  ܩ

 
If we write P = {[ ௜ܲ௝];i, j = 1,2,3}, ijthen 
 

ݑ = −ܴିଵ[்ܤ ଵܲଵ்ܤ ଵܲଶ்ܤ ଵܲଷ]̅(10) ݔ 
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Where in steady state we have 
ଵܲଵܣ − ଵܲଶܥ + ்ܣ ଵܲଵ − ்ܥ ଵܲଶ + ܥଵ்ܳܥ − ଵܲଵିܴܤଵ்ܤ ଵܲଵ = 0  (11.1) 

 
்ܣ ଵܲଶ − ்ܥ ଶܲଶ − ଵܲଵିܴܤଵ்ܤ ଵܲଶ = 0   (11.2) 
 
ଵܲଶܥ௥ + ଵܲଶܣ௥ + ்ܣ ଵܲଶ − ்ܥ ଶܲଷ − ܥଵ்ܳܥ − ଵܲଵିܴܤଵ்ܤ ଵܲଷ = 0  (11.3) 

 
ܳଶ − ଵܲଶିܴܤଵ்ܤ ଵܲଶ = 0  (11.4) 
 
ଶܲଷܥ௥ + ଷܲଷܣ௥ + ௥்ܥ ଶܲଷ + ௥்ܣ ଷܲଷ − ௥ܥ௥்ܳଵܥ − ଵܲଷିܴܤଵ்ܤ ଵܲଷ = 0  (11.5) 

 
 

4. First-order System 
If ܣ = ௥ܣ = ܥ,0 = ௥ܥ = ܤ,1 = 1then 

from (11) 
− ଵܲଶ − ଵܲଶ + ܳଵ − ଵܲଵܴିଵ ଵܲଵ = 0  (12.1) 
 
− ଶܲଶ − ଵܲଵܴିଵ ଵܲଶ = 0  (12.2) 
 
ଵܲଶ − ଶܲଷ −ܳଵ − ଵܲଵܴିଵ ଵܲଷ = 0  (12.3) 

 
ܳଶ − ଵܲଶܴିଵ ଵܲଷ = 0  (12.4) 
 
ଶܲଶ − ଵܲଶܴିଵ ଵܲଷ = 0  (12.5) 

 
ଶܲଷ + ଶܲଷ + ܳଵ + ଵܲଷܴିଵ ଵܲଷ = 0 (12.6) 

 
from (12.2) 

ଵܲଶ = −ඥܳଶܴ (13.1) 
 

from (12.1) and (13.1) 

ଵܲଵ = −ඥܴ(ܳଵ − 2 ଵܲଶ) = ܴඨொభ
ோ

+ 2ටொమ
ோ

( 13.2) 

 
from(12.2) 
 

ଶܲଶ = − ௉భమ௉భభ
ோ

 (13.3) 
 

from(12.5) and (13.3) 
 

ଵܲଷ = − ௉మమோ
௉భమ

= − ଵܲଵ (13.4) 
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This means, by the use of (3), that 

ݑ = − ଵ
ோ

[ ଵܲଵ ଵܲଶ− ଵܲଵ] ൥
ݔ
ߟ
௥ݔ
൩ = [݇ଵ݇ଶ  − ݇ଵ] ൥

ݔ
ߟ
௥ݔ
൩ = ݇ଵ(ݔ − (௥ݔ +

݇ଶߟ = ݇ଵ݁ + ݇ଶ ∫  (14) ݐ݀݁
This is PI controller. 
 
 

5. Second Order System With no Zero 
Now for general caseܣ = ܥ,௥ܣ = ௥ܥ = ܤ andܫ =  ௥i.e the referencetrajectoryܤ
generator is identical to theplant, it can be shown that ଵܲଷ = − ଵܲଵ. 

Then 

ݑ = −ܴିଵ[13்ܲܤ 12்ܲܤ 11்ܲܤ] ൥
ݔ
ߟ
ݎݔ
൩ = 2ܭ+1݁ܭ  (15) ݐ݀݁∫

Where 
ଵܭ = −ܴିଵ்ܤ ଵܲଵܭଶ = ܴିଵ்ܤ ଵܲଶ (16) 
 

ܣ = ௥ܣ = ൤ 0 1
−ܽଶ −ܽଵ

൨ 
 

ܤ = ൤ 0
ܾଶ
൨ (17) 

 
ܥ = ௥ܥ = [1 0] 
 

(ݏ)ܪ = (ݏ)௥ܪ =
ܾଶ

ଶݏ + ܽଵݏ + ܽଶ
 

 
The state of the plant and trajectory generator is denotedቂ

ଵݔ
ଶቃ,ቂݔ

ଵ௥ݔ
ଶݔ ቃrespectively.We 

want to force zero steady statetracking error on the output.Hereݕ = ௥ݕ,ଵݔ =  ଵ௥andݔ
ݕ = ௥ݕ,ଶݔ = ଶ௥ݔ . 

Then, since thetracking error is ݁ = ݕ −  ௥we haveݕ
 

ߟ = ݁ = ݕ −  ௥ (18)ݕ
 

ݑ = [݇ଵ݇ଶ݇ଷ  − ݇ଵ݇ଶ]

⎣
⎢
⎢
⎢
⎡
ݕ
ݕ
ߟ
௥ݕ
௥ݕ̇

̇

⎦
⎥
⎥
⎥
⎤

= ݇ଵ݁ + ݇ଶ݁̇ + ݇ଷ ∫  (19) ݐ݀݁

 

[݇ଵ݇ଶ݇ଷ  − ݇ଵ݇ଶ]

⎣
⎢
⎢
⎢
⎡
ݕ
ݕ
ߟ
௥ݕ
௥ݕ̇

̇

⎦
⎥
⎥
⎥
⎤

= ݇ଵ݁ + ݇ଶ݁̇+ ݇ଷන݁݀ݐ 

That is, we get PID controller. 
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6. Conclusions 
By the use of linear quadratictracking theory we formulated acontrol-tracking problem 
and showedthose cases when their solution givesthe PID family of controllers. 
Thisway we avoided heuristics and gavea systematic approach to explanationfor good 
performance of the PIDcontrollers. The PID controllerarchitecture is optimal for 
linearquadratic tracking problem of a 2ndorder systems with no zero. Thereference 
trajectory is generated by asystem identical to the plant. 
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