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Abstract 

Text summarization has gained tremendous popularity in the 

research field over the last few years. Automatic Text 

summarization attempts to automate the summarization task, 
which would otherwise, be done by humans. Research has 

progressed a lot in the said domain in languages such as 

English. However, Indian languages such as Hindi are 

gathering interests of a lot of researchers. India has a wide 

cultural diversity with 22 major languages and approximately 

13 various scripts and, not much research has been made in 

these languages. The primary concern would be finding a 

dataset to proceed with solving the problem at hand, which is 

difficult and also the script poses a major challenge. This paper 

introduces a Konkani language dataset in the domain of 

Konkani literature which is written in Devanagari script and 

also gives an account of the challenges faced during the 
creation of the dataset. 

Keywords: Automatic text summarization, Konkani dataset, 

Rouge. 

 

I. INTRODUCTION 

The volume of the content being added to the internet is 

growing at an exponential pace. New content is uploaded to 

the Internet every minute and there is a wide lingual diversity 

observed in the uploaded content. The large volume of data 

makes a reader’s task more tedious as one has to read through 

every article to interpret the contents.  

 Automatic text summarization can aid readers 

tremendously to sift through the content more efficiently by 
presenting a summary of a large document to readers. 

As mentioned in [1], Automatic Text Summarization is a 

process by which short and concise computer generated 

summaries are produced of a given text document that is 

provided as an input document. Summaries could be generated 

from a single input document or from multiple input 

documents.  There are numerous text summarizers in English, 

but when it comes to Indian languages the scope is very 

limited. However, there has been research progressing in 

languages like Hindi, Bengali, Tamil, and Kannada as stated in 

[2]. 

In this paper, an attempt is made to facilitate research in 
the field of Automatic-text Summarization, pertaining to 

Konkani language, which is one of the many languages spoken 

in India, by compiling a dataset for the task of automatic text 

summarization. Konkani language has been a relatively 

unexplored territory in the domain of text summarization, and, 

considering the rapid growth of content on the internet in the 

language, there is a need for a tool that can assist in 

summarization of this content. 

Text summarization can be stated as the process of 

creating short and precise summaries of a long document that 
convey the meaning of the content in a gist. Automatic Text 

Summarization methods create summaries that preserve the 

key elements of the contents of the document without altering 

the actual meaning [3]. 

Text summaries are mainly classified under the following two 

types, as stated in [2], [4]:  

• Extractive summary 

• Abstractive summary 

In extractive summarization, significant phrases and 

sentences are determined and these key aspects of the text 

make up the summary [2], [4], [5]. Abstractive summary 

involves comprehending the contents of the text prior and then 
constructing a summary that may contain new phrases and 

sentence formations as compared to the original text [2], [4], 

[5]. The latter method is a more exigent and popular way in 

which humans work while preparing summaries. 

Various approaches to proceed with the summarization are 

rule based and machine learning [4]. The machine learning 

approach further bifurcates into supervised, unsupervised 

content extraction methods with reference to [4]. In supervised 

learning, the machine is trained using a dataset consisting of a 

set of human-annotated articles, whereas, unsupervised 

learning does not require any data for training. 
A lot of work related to datasets in English pertains to news 

articles, blogs and research abstracts. However, no dataset is 

available in Konkani that is specifically developed for 

automatic text summarization. In an attempt to curb this 

primary hurdle, a Konkani literature dataset has been created 

and presented in this paper. It gives a detailed account of the 

dataset generation process along with the challenges faced 

while achieving this task. The novelty of the dataset is that it 

intends to capture the domain of Konkani literature by using 

actual works of literature, such as short stories rather than 

using news articles, blogs and research abstracts which has 
already been heavily worked upon. 

 

II. RELATED WORK 

Most of the datasets available at present are in English, as it is 

one of the most widely spoken languages in the world and also 

most extensively used language on the internet. Authors of [6] 

have presented a gold corpus of 200 English short stories. 

Summaries are generated by picking short text segments 

spread across an article. The summaries generated are similar 

to telegrams, and hence, termed as Telegraphic Summarization 
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by the authors. The authors of [7] present “The Opinosis” 

dataset  which consists of 51 articles. The articles describe a 

product’s features and have a compilation of the customer 

reviews that purchased a particular product. Every article in 

the dataset has 5 “gold” summaries written manually. 

The National Institute of Standards and Technology 
(NIST) has initiated evaluation in the sphere of text 

summarization called The Document Understanding 

Conference (DUC) for further progress in the summarization 

expanse, and, enable researchers to participate and contribute 

in large-scale experiments in the related domain [8]. NIST 

formed 60 reference sets, every set comprised of documents, 

single-document abstracts and multi-document 

abstracts/extracts.DUC has several datasets, namely, DUC 

2001 to DUC 2007. However, DUC 2002 is mainly composed 

of news articles compiled from various newspapers. 

“The Gigaword English Corpus” [9] is another dataset in 

the English language that is made of comprehensive chronicles 
of newswire text data that has been gathered over a couple of 

years by the Linguistic Data Consortium (LDC). The authors 

of [10] propose an effective method of automatically collecting 

huge volumes of news-related multi-document summaries in 

correspondence to the reactions of the social media. A linked 

document cluster is further synthesized to construct a reference 

summary which can encompass maximum key points from 

articles. Using the assembled data as a training resource, the 

feat of the summarizer showed improvement on all test sets.  

 “SciSumm” corpus contains a release of the corpus of 

scientific document summarization and annotations from the 
WING NUS group [11]. It consists of manually annotated 

training set of 40 articles and citing papers. Authors of [12] 

present a way of collecting corpora for automatic live blog 

summarization. 

 “TutorialBank” is an openly accessible dataset which was 

produced with the intent to promote Natural Language 

Processing (NLP) learning and exploration [13]. There are 

over 6,300 manually gathered and classified resources on NLP 

as well as resources from relevant domains of computer 

science. This dataset is the greatest manually selected resource 

corpus intended for further learning in NLP. The authors of 

[14] present a dataset that comprises of Australian legal cases 
brought by the Federal Court of Australia (FCA). It is textual 

corpus of 4000 legal cases generated with the intent to 

facilitate research in automatic summarization and citation 

analysis. 

 “TIPSTER” Text Summarization Evaluation Conference 

(SUMMAC) released a compilation of 183 documents from 

the Computation and Language collection (cmp-lg) that has 

been made available to the information retrieval, extraction 

and summarization researchers as a general resource [15]. It is 

a collection of scientific paper documents that emerged in 

sponsored conferences of the Association for Computational 
Linguistics (ACL). 

 News Summary is a dataset compiled from summarized 

news articles [16]. It consists of 4515 examples and also 

consists of Author name, Headlines, URL of Article, Short 

text, Complete Article. The BBC News Summary dataset was 

built for extractive text summarization and consists of 417 

political news related articles of BBC from the year 2004 to 

the year 2005 [17]. 

“Sentence-compression” [18] is a large collection of 

uncompressed and compressed news articles’ sentences. “The 

Columbia Summarization Corpus” (CSC)[19] has a sum total 

of 166,435 summaries containing 2.5 million sentences and 

covering 2,129 days in the time period from 2003 to 2011. 

These were collected from an online news summarization 
system called “Newsblaster” that seeks various news articles 

over the web. 

“WikiHow” [20] is another Large Scale Text Summarization 

Dataset. Each article in this dataset consists of multiple 

paragraphs and every paragraph begins with a sentence 

summarizing it. It is constructed with the help of content from 

“WikiHow” website. 

Other languages too are taking over the world of web, and, 

datasets have been created specifically for automatic text 

summarization in languages that are quite divergent 

syntactically and structurally in comparison to English. Once 

such language is Arabic, [21] presents one such dataset with 
the challenges and various metrics that the authors used to 

evaluate the work. A Chinese dataset for the purpose of text 

summarization is presented in [22], which is the largest 

Chinese dataset and is created by compiling data from a 

Chinese micro-blogging site. 

“The PUCES corpus of Automatic Text Summarization” 

[23] is a French language dataset created for automatic text 

summarization.  It consists of a set of 221 summaries 

constructed by 17 systems, human annotators and a set of 132 

human generated abstracts. The source documents have 30 

sentences referring to 2 topics: “A new electronic microchip 
for computers” and “Fleas invasion in a military company”. 

Indian languages like Bengali, Gujarati, Tamil, Hindi and 

Malayalam have also gained interests of several researchers in 

the area of text summarization [2], [24]. These languages are 

drastically different from English in terms of language 

structure and also script. Similar work with respect to 

automatic text summarization in Hindi is presented in [25]. It 

uses supervised machine learning approach using Hindi news 

articles’ dataset. 

Most of the previously built datasets in various languages 

are based on newspaper articles, research abstracts and blogs. 

There is no dataset available in Konkani language, let alone 
one that covers the domain of Konkani literature. This dataset 

consists of folk tales written in the Konkani language by 

prominent Konkani authors. Folk tales have strong historical 

and cultural ties and are usually passed down generation to 

generation mainly through storytelling. Folk tales also include 

legends, myths and fairytales. 

 

III. CONSTRUCTING KONKANI DATASET 

The source text for generating summaries is extracted from 

Konkani books written by various authors from Goa. These 

books contain many folk tales from Goa, Russia and other 
parts of India written in Devanagari script. Thus, each 

document in the dataset is a summary of a folk tale from any 

of the above books. So, the dataset is composed of a total of 71 

folk tales from 5 books. 

The Konkani folktale books are extremely rare and 

difficult to obtain. The books were carefully chosen based on 

the content and availability. 

International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 12, Number 10 (2019), pp. 1813-1817
© International Research Publication House.  http://www.irphouse.com

1814



Two human summarizers, proficient in Konkani, read each 

folk tale and generated an abstractive summary which was not 

more than 300 words in length. Each human summarizer 

worked independently of the other to ensure that one’s work 

did not influence the other. 

Fig. 1 gives a visual understanding of the dataset 
generation process. Two human summarizers generate two sets 

of summaries obtained from the same set of source documents. 

The main reason behind having two human summarizers is to 

measure the accuracy of the automatic text summarizer against 

two sets of human-generated summaries. 

In addition, each of the folk tales was annotated. This is 

annotation was done by a human so as to indicate which 

sentences are good candidates for inclusion in a summary and 

which are not. This annotation is done so as to facilitate the 

training of a supervised learning algorithm. Unsupervised 

algorithms do not need any such training data. 

 

IV. EVALUATION 

The Primary purpose of creating a Konkani literature dataset 

was for detailed research on Automatic Text Summarization. 

The primary idea of the author is constructing an automated 

tool for producing text summaries of Konkani documents. 

The two human generated summaries that are different 

from each other serve as reference summary. Thereafter, the 

quality of the auto-generated summary can be measured 

against the human generated summaries to check for coherence 

and its ability to convey the important points of the input 
document in a clear and concise manner. An effective tool that 

can aid in achieving this purpose is the ROUGE package 

which is a short form of “Recall-Oriented Understudy for 

Gisting Evaluation”. ROUGE is one of the ways to compute 

the effectiveness of auto generated summaries. 

The author of [26] has presented the ROUGE package and 

demonstrated the different measures used to test the 

effectiveness and the quality of a summary. The different 

measures used in the package determine the summary quality 

by comparison of the machine generated summary with the 

“ideal” human generated summaries. 
The four measures used in the package viz., ROUGE-N, 

ROUGE-L, ROUGE-W and ROUGE-S along with their 

evaluation procedures have been presented by the author of 

[26]. The evaluation of the scores obtained after using the 

package gives a clear insight on the quality of the system 

generated summaries. We come across the definitions of 

ROUGE-N, ROUGE-L and ROUGE-S in [27], [28]. 

ROUGE 2.0 is a Java toolkit that can be used for 

automatic summary evaluation tasks [27]. It utilizes the 

ROUGE metrics that work by correlating an automatically 

composed summary against a set of reference summaries 

which are generally human-generated. With reference to 
ROUGE, Precision and Recall are two very significant 

measures that quantitatively indicate a good summary using 

overlap [27], [28]. Recall indicates how much of the human-

generated summary is actually being captured by the 

automatically-generated summary. Recall can be computed as 

denoted by (1), 

 

 Recall=   
�����������	��
�����������

����
�������������������������������
     (1) 

 

Precision is defined as how much of the automatically-

generated summary is actually relevant or needed, as shown in 

(2). 

 

Precision =   
�����������	��
�����������

����
������������������������������
            (2) 

 

V. CHALLENGES 

The primary challenge while constructing this dataset was the 

lack of availability of books on Konkani literature since the 

language is not very popular amongst writers in comparison 

with languages like English. There are few rare books that 

were written a long time ago, but in modern times there are 
very few writers choosing to write in Konkani and so not many 

resources are available. 

The number of writers in Konkani are also very few in 

number than that of languages like Hindi, Marathi and the like. 

The state of Goa where the language is primarily spoken is 

very small in terms of the area and has limited population that 

speaks Konkani in comparison to the population speaking the 

other popular languages like Hindi. There are some places 

adjoining Goa where people speaking various dialects of 

Konkani are encountered. These dialects often have a mixture 

of other languages in them, and, for the sake of adhering to one 
unique dialect, the authors have attempted to procure Konkani 

literature that was primarily written by authors speaking the 

dialect of the language unique to the state of Goa. 

Another major challenge encountered was while seeking 

summarizers for human summary generation. The problems 

faced were the similar to that faced when finding Konkani 

literature as mentioned above. Out of the limited Konkani 

Speaking population (speaking the required dialect), there are 

Fig. 1. Dataset Preparation Process�
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very few people who have chosen to major in this language 

and have grammatical knowledge in the subject. It was indeed 

a cumbersome task to find qualified people who were willing 

to contribute towards this work. 

Another major challenge is the lack of available text 

processing tools such as tokenizers, stemmers, taggers and 
parsers for the Konkani language. Due to this most of the 

sentence segmentation had to be done manually as existing 

tools were not available or did not work as desired. 

 

VI. CONCLUSION 

We have constructed a new dataset for the purpose of 

automatic text summarization in Konkani language. This is a 

dataset from the domain of literature consisting of folktales 

written in Konkani language. 

Text summarization is mostly limited to some well-

researched languages and there is a need for this research to be 

extended to other languages as well. In addition, research 
should also be considered in domains such as folk tales, short 

stories rather than just news articles, blogs and research 

abstracts. 
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