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Abstract: 

An important variable to implement the concept of dynamic 

spectrum management with Cognitive Radio (CR) is related to 

the correctness of the algorithms to estimate or predict the 

behavior of the primary user (PU) in the channel; if the success 

rate is high, the number of collisions between the primary user 

and the secondary user (SU) can be low by raising the system 

performance; if the success rate is low, interruptions in the 

transmission of PU data can be generated, a condition that is 

not acceptable in the world of wireless telecommunications. 

This article discusses the possible advantages and / or 

disadvantages of characterizing PUs using Artificial Neural 

Networks (ANNs). 

Keywords: Primary user, Artificial neural networks, Cognitive 

radio, Characterization of PUs. 

1. INTRODUCTION 

ANNs are computational models that emerged as an attempt to 

achieve mathematical formalizations about the structure of the 

brain. These mimic the structure of the nervous system, 

focusing on the functioning of the human brain, based on 

learning through experience, with the consequent extraction of 

knowledge from it. An Artificial Neural Network can be 

considered as a mathematical model of theories of mental and 

cerebral activities, based on the exploitation of local processing 

in parallel and the properties of distributed representation [1]. 

These types of structures, due to their ability to learn, have the 

ability to model, predict and classify periodic time series; This 

paper does not preclude evaluating its condition to estimate 

chaotic series such as those found when characterizing licensed 

users (PUs) in wireless cognitive radio networks (CRNs) [2]; 

and where CRNs are a paradigm that aims to optimize the use 

of the electromagnetic spectrum allowing unlicensed users to 

opportunistically use the radio spectrum in an opportunistic 

manner, without affecting the communications of licensed 

users [3]. 

 

2. DESIGN OF THE NEURONAL NETWORK IN MATLAB. 

The implemented neural network model is the one shown in the diagram in Figure 1. 

 
Figure 1. Scheme of the prediction model of PUs in WiFi with artificial neural networks. 
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2.1. Model Description. 

The first thing it does is to receive the input data from the PU, these are stored in a database, the aspect of which is described in 

Figure 2. 

.  

Figure 2. Averaged power levels (dB) of the PUs in different spectral bands in WiFi. 

 

Once this procedure has been performed, the algorithm 

establishes the amount of data that will be used in training and 

in the neural network test (see Figure 3). Once the sample is 

obtained, it is normalized to minimize the variation between the 

data so that the data is in a range between 0 and 1, considering 

the maximum value and the minimum value that were obtained 

from all of the data. records taken by the devices. This means 

that both inputs and outputs are within an acceptable length 

range and are dispersed within that range for easier data 

processing [4]. 

 

 
 

Figure 4. Sample data for training and prediction in the neural network. 

 

The method of working with normalization is as follows (See Figure 5): 

 
Figure 5. Data normalization method used [4]. 
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For the normalization process each data was taken and the 

equation described below was applied: 

 

𝑦𝑡 =
𝑦𝑡−𝑦𝑡𝑚𝑖𝑛

𝑦𝑡𝑚𝑎𝑥−𝑦𝑡𝑚𝑖𝑛
  (1) 

 

Where  it represents the data at the time t of the sample that 

is processed, ,   and    represents the lowest and 

highest overall respectively of the total data obtained in the 

collection. 

 

Having the PU data processed properly, a four-layer neural feed 

forward network [5] is created, with 50 neurons (Figure 6) per 

layer, with TANSIG and PURELI activation function. The 

training method used was backpropagation. 

 

 
Figure 6. Neural network structure generated in Matlab. 

 

 

In Figure 6, it can be seen how the training stage begins with 

the feeding of the network. Then the inputs are fed; these 

entries are sent to the computational or hidden layers as 

shown. For Figure 6 there is a total of 200 neural networks, 

50 for each hidden layer. After each iteration in a calculation 

process, the error is said to have been generated. This error 

spreads back into the input layer of the hidden layers of the 

neural network. The learning process is generated by 

minimizing this error after each successive iteration. The 

output of the hidden layer is sent to the output layer, where 

the final computation and the visualization of the final 

prediction result or success in the future estimation of the PU 

in the WiFi band occurs. 

 

The creation of the “Feed Forward” neural network in Matlab 

is generated using the Matlab command “newf” using the 

activation functions ‘tansig’ and ‘purelin’: 

 

 
 

Then the training parameters are established, in this case 125 

training times (used by the backpropagation algorithm), the 

network is trained, simulated and the trained network is 

displayed; finally, the data is compared and the figure of the 

mean square error is generated: 

 

 
 

3. ANALYSIS OF RESULTS.  

For the test presented in this article, 500 data representing the 

behavior of a PU in a WiFi channel are used, in which 70% 

of the information is used for training, and the remaining 30% 

of them for prediction (Figure 7); it is important to indicate 

that the axis of the abscissa indicates the amount of data used 

to represent the PU, and the axis of the ordinates the range of 

data in which they oscillate (dBm). 

 

 
Figure 7. Training data and prediction of PUs using ANN. 
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In Figure 8, the behavior of the ANN is observed when the 

algorithm is not trained, it is clear that the response is 

completely arbitrary. 

 

 
Figure 8. ANN behavior in the prediction stage when the 

network is not trained. 

 

When the ANN is trained, the response of the system is that 

described in Figure 9; here it is noted that although the 

modeling stage of PU is not very successful, it significantly 

improves the results observed in Figure 8. 

 

 
Figure 9. ANN behavior in the prediction stage when the 

network is trained. 

 

When evaluating the characterization of PU (modeling + 

prediction), the results of Figure 9 suggest that the level of 

success is below 50%, a condition that is corroborated by 

illustrating the graph of the error (Figure 11) between the 

percentage of Successful prediction of PU and real behavior in 

the WiFi spectral band. 

 

 

 

4. CONCLUSIONS. 

From the simulations developed, it is observed that although 

the behavior in the prediction of the PUs could be monitored 

through ANN by adjusting the number of neurons and layers 

necessary to further reduce the Average Error, it is concluded 

that learning can become slow due to the increase of each of 

these parameters, in addition to the increase in the number of 

training times. This condition allows to infer that generally with 

ANN, better results can be achieved when the input signal has 

a periodic behavior. 
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