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Abstract 

Stress analysis becomes the most concerned research scenario 

in the real world which affects the day to day activities of 

human beings. Detection stress level needs to be done with 

more concern where the higher stress level would increase the 

blood pressure that might affect the human lives. In this 

research work human stress level prediction is done, so that, 

human with more stress level can be made to hear mantras 

thus stress can be reduced. In our previous research work 

Fuzzy-Support Vector Machine is introduced for the stress 

prediction where it doesn’t focus on ElectroOculoGraphy 

(EOG). Artifacts present in the EEG signals that will reduce 

the stress level prediction accuracy. This is resolved in the 

proposed research method by introducing EOG considered 

Artificial Neural Network Learning (EOG-ANN) technique 

which can accurately classify the stress level. In this research 

method, initially EOG artifacts present in the raw EEG signals 

are filtered out, thus the classification error can be reduced. 

After noise reduction, time domain features are extracted from 

the EEG signals thus the classification accuracy can be 

increased considerably. Finally stress level classification using 

time domain features are done by using Artificial Neural 

Network approach. This proposed method ensures the 

accurate classification outcome which leads to efficient 

human life saving. If high stress is predicted, then mantras are 

listened or chanted and statistical examination is conversed, in 

the course of the performance analysis. The overall 

implementation is done in the matlab simulation environment 

from which it can be proved that the proposed method EOG-

ANN can ensure the increased accuracy than the existing 

research methods. 

Keywords: Stress level, EEG signals, EOG artifacts, mantras, 

Time domain features 

 

I. INTRODUCTION 

Growing technological facilities lead to increased level of 

stress in humans which is unavoidable one [1]. Mostly stress 

occurs due to increased work pressure which might occur in 

any form [2]. The higher level of stress happening on humans 

would cause serious effects such as give up self control due to 

feelings like frustration or helpless. It occurs due to increased 

stress level which affects the pace of life [3]. There are 

various analysis have been conducted by various researchers 

to find the main source of stress. Many scientists conclude 

that the human brain is the main source of increased stress 

level [4]. Thus the stress level can be easily recognized by 

processing the brain signals based on variation. Many research 

works focused on capturing EEG signals to detect and analyze 

the stress level of humans [5].  

Human stress is mainly categorized into two types. Those are 

“Acute and chronic” [6]. Here acute stress is found to be short 

term stress which is frequently found in the humans [7]. 

Chronic stress is the long term stress which occurs during 

increased frustration [8]. Here acute stress is found in more 

humans than chronic stress. However chronic stress is the 

more serious threat which might affect the normal living of 

humans. It would be hard for the humans from get relieving 

from the chronic stress [9].  

Electroencephalograph (EEG) signal plays an important role 

in more researches which can be utilized to detect the human 

stress level and relaxation state [10]. EEG signals are captured 

from the central nervous system by using some electrodes 

[11]. EEG measures the human brain activity by measuring 

the electrical activity happening on the human brain from 

cerebral cortex. These activities are mainly generated by the 

neurons of brain which would vary based on human emotions 

[12]. Capturing these EEG signals is complex in nature which 

can be done by using two methods. Those are invasive and 

non invasive. The nerve cells activities happening on the brain 

can be captured by fixing the electrodes on scalp surface, thus 

the accurate recording can be ensured. This process is both 

cost effective and free of side effects.  

From these signals stress level can be identified. There are 

three processes performed on EEG signals to predict the stress 

level. Those are [13]: Preprocessing, feature extraction and 

classification. In the preprocessing stage, unwanted noises 

present the captured EEG signals would be removed by using 

various filters. After preprocessing features extraction would 

be done to reflect the characteristics or behaviour of EEG 

signals. Finally these features are classified in order to predict 

the stress level. The overall view of the processed happening 

on the EEG signal processing is shown in the figure 1.  
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Figure. 1 Stress Analysis 

 

In this research method, initially EOG artifacts present in the 

raw EEG signals are filtered out, thus the classification error 

can be reduced. After noise reduction, time domain features 

are extracted from the EEG signals thus the classification 

accuracy can be increased considerably. Finally stress level 

classification using time domain features are done by using 

Artificial Neural Network approach. This proposed method 

ensures the accurate classification outcome which leads to 

efficient human life saving. If high stress, next mantras are 

listened or chanted and statistical examination is conversed, in 

the course of the performance analysis. 

The overall organization of the research method is given as 

follows. In this section, general introduction about the stress 

level and their effects on humans is given. In section 2, 

various related research methodologies that attempts to 

perform the stress level analysis has been given. In section 3, 

proposed research method has been discussed in detailed with 

suitable examples and explanation. In section 4, experimental 

evaluation of the proposed research techniques has been given 

in detail with suitable example and explanation. Finally in 

section 5, overall conclusion of the research method is given 

based on simulation outcome obtained.  

 

II. RELATED WORKS 

Subhani et al. [14]gathered EEG signals from the different 

humans with stress and without stress. Here the humans are 

injected with different emotional audios and videos which can 

stimulate their neurons. This is done with the help of 

International Affective Pictures and System (IAPS). Here 

Kernel Density Estimation (KDE) features were retrieved 

from the EEG signals and Multi-layer Perceptron (MLP) is 

applied to predict the human’s emotions. There are four 

emotion categories are considered namely happy, calm, sad 

and fear. This is implemented and evaluated which proved 

that this research method is improved in its performance by 

showing 76% increased accuracy rate than its previous 

method heterogeneous blind test. 

Ulrich-Lai & Herman[15] analyzed and stated that the brain is 

the center of controlling point in human body. Brain controls 

the actions carried out in human body and it is responsible for 

the stress occurrence too. Detecting the stress happening on 

the humans through brain analysis is a complex task and also 

it is very difficult to predict whether stress happened is 

negative stress or positive stress. It can be easily categorized 

by using neural communication which made it easier. The 

main parts in the brain in which stress can be processed are 

listed as follows: hippocampus, amygdala and prefrontal 

cortex. 

Drolet et al.,[16] analysed and proved that the severe stress 

can affect the functioning of brain cells. In detail it can be said 

that chronic psychological stress would affect the normal 

regulatory system function of central peripheral. This would 

be affecting the health level of humans which needs to be 

balanced well to avoid the serious threats. Friedman [17] and 

Hughes [18] identified and proved that the chronic stress is 

mostly happening on the autonomic nervous system 

(ANS)function.  

Papoušeket al., [19], authors concluded that the continuous 

stress level happening humans are related to the hemisphere 

asymmetries which can be modified and processed based on 

ANS functions. This can be processed and evaluated by 

altering the functions of ANS modules. Hosseini & 

Khalilzadeh[20], authors proved that the EEG signal plays 

greater role in the emotional stress assessment. Authors 

introduced a classification approach based on higher order 

spectra (HOS) to classify the emotions. 

Kim et al.,[21], authors introduced and analyzed the technique 

for emotional stress state characterization based on 

physiological responses. Authors have captured the EEG 

signals from the brain through central nervous system and 

characters are categorized into multiple emotional states. 

American psychologist Ekman performed human emotion 

characterization based on six emotions that are listed as 

follows: Anger, happiness, disgust, surprise, sadness and fear. 

Kim et al.,[22], authors introduced and explained about the 

method based on multiple dimension space to categorize the 

emotions based on different factors.  

 

III. HUMAN STRESS LEVEL PREDICTION AND 

PREVENTION SYSTEM 

In this research method, initially EOG artifacts present in the 

raw EEG signals are filtered out, thus the classification error 

can be reduced. After noise reduction, time domain features 

are extracted from the EEG signals thus the classification 

accuracy can be increased considerably. Finally stress level 

classification using time domain features are done by using 

Artificial Neural Network approach. This proposed method 

ensures the accurate classification outcome which leads to 

efficient human live saving. If high stress, next mantras are 

hear or chant and this statistical examination is conversed, in 

the course of the performance analysis. The overall view of 

the proposed method is shown in the following figure 2. 

EEG Signal 

Preprocessing 

Feature Extraction 

Classification 



International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 12, Number 1 (2019), pp. 66-72 

© International Research Publication House.  http://www.irphouse.com 

68 

 

Figure 2. Overall view of the proposed system 

 

In figure 2, overall flow of the proposed research method is 

shown. The detailed explanation of the proposed research 

method is given in the following sub sections.  

 

3.1. EOG ARTIFACT REMOVAL 

EOG noises are genearated due to continous eye movements 

and blinks happened while recording the EEG signals. In 

technical, EOG noises are low frequency and high amplitude 

signals that affects the original quality of the EEG signal 

which is recorded. There are two steps performed to remove 

the EOG noises present in the EEG signals. First is EOG noise 

detection and EOG noise correction. EOG noise detection is 

performed by using Auto regression model for the different 

time domains. The inverse filteirng method for varuing time 

domain is used to detect the EOG noise which is denoted in 

Eq.1 

{
yt
′ = ∑ai. yt−1

p

i=1

vt = yt − yt
′

 

(1) 

 

Where yt  EEG signal recorded at time t 

 yt
′
Estimated EEG signal at time t 

 vt  variance between yt and yt
′. 

The vairance vt of the measured EEG signal decides the 

presence of the EOG artifacts in the measures signal. The 

variance above the threshold indicates that the EOG noises are 

detected at recorded EEG signal. Thus the elimination of EOG 

noise from the EEG signal would lead to obtian the EEG 

signal without noise. In eq.2 process of subtraction of EOG 

noise from the EEG signal that results with the impure EEG 

signal is shown. 

EEGnc(t, ch) =  EEGac(t, ch) −  kEOGnc(t, ch) (2) 

From Eq. 1 and Eq.2 EOG correction model can be build and 

represented as like given in Eq.3 

{
EEGnc(t, ch) =  EEGac(t, ch) −  kEOGnc(t, ch′)

EOGnc(t, ch′) =  EOGac(t, ch′) −  pEEGnc(t, ch)
 (3) 

  

Where EEGac(t,ch) captured EOG contained impure EEG 

signal from channel ch 

EEGnc(t,ch)  Pure EEG signal  

EOGac(t,ch’)  Impure EEG signal recorded in channel ch’ 

EOGnc(t,ch’)non-contaminated EOG signal 

In Eq. 3, K and Q values are found by using linear regression 

method which is an automatic correction method. The 

calculation procedure of K and P parameters are shown in the 

followin Eq. (4) which is calculated in the iterative way 

{
 

 
kn = (EEGac0. EOGncn

T ). (EOGncn . EOGncn
T )−1

qn = (EOGac0. EEGncn
T ). (EEGncn. EEGncn

T )−1

EEGncn = EEGac0 − kn−1. EOGncn−1
EOGncn = EOGac0 − qn. EEGncn

 (4) 

  

Where EEGac0is the recorded EEG data and EOGac0is the 

recorded EOG data. We assume that the EEGnc(t,ch) and 

EOGnc(t,ch’) are uncorrelated. 

 

3.2. TIME DOMAIN FEATURE EXTRACTION 

After preprocessing, feature extraction from the pure EEG 

signals is done which can be utilzed to characterize the stress 

level accurately. Here the preproessed EEG signal would be 

segmented into five equal frames with constant duration. By 

doing so, stress level changes can be accurately predicted and 

can be differentiated for the multiple persons. This is ensured 

in this research method by introducing the time domain based 

feature extraction whih can differentiate the feature values 

accurately. This work considers the 4 time domain features for 

the accurate classification rate. Those are, simple square 

integral (SSI), integrated EMG (IEMG), waveform length 

(WL) and difference of absolute standard deviation value 

(DASDV). The definition and calculation procedure of these 

features are shown below with sutiable equation.  

 

Simple square integral (SSI):  

A summation of sqaure values of the EMG signal amplitude. 

Integral square uses energy of the EMG signal as a feature. 

Generallly, this parameter is defined as energy index. 

 

SSI =  ∑Xi
2

N

i=1

 

(5) 

 

 

Data acquisition 

EEG signals Stores as data 

ANN based stress data classification 

Statistical analysis 

Introducing mantras 

EEG data stress evaluation 

Data analysis 

Pre- processingto remove EOG artifacts 

using Auto Regressive Filtering 

Time domain Features extraction 
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Integrated EMG (IEMG): 

A summation of abolute values of the EMG signal amplitude. 

Normally used as an onset detection index in EMG non-

pattern recognition and in clinical application. It is related to 

the EMG signal sequence firing point. 

IEMG =  ∑|Xi|

N

i=1

 

(6) 

  

Waveform Length (WL): 

Cumulative length of the EMG waveform over the time 

segment. A measure of complexity of the EMG signal. Some 

literatures called this feature as wavelength (WAVE) 

WL =  ∑|Xi+1 − Xi|

N−1

i=1

 

(7) 

  

Difference Absolute Standard Deviation value (DASDV): 

A standard deviation value of the wavelength. Look like root 

mean square (RMS) feature. 

DASDV = √
1

N − 1
∑(Xi+1 − Xi)

2

N−1

i=1

 

(8) 

Where N = the length of the EMG signal 

Xi = EMG signal in a segment i 

 

3.3. STRESS LEVEL CLASSIFICATION USING ANN 

The classification is user independent which means data 

gathered from all participants are used for training the 

classifier. The feature vector obtained all the way through 

HTT is classified into neutral or three stages of stress (stress-

low, stress-medium and stress-high).  In this work, we adapted 

Artificial neural network algorithm for the stress level 

classification.  

ANN is a multifaceted adaptive system which can alter its 

domesticarrangement based on the information pass through 

it. It is achieved by adjusting the weight of association. Each 

link has a weight coupled with it. A weight is a number that 

organize the signal amid two neurons. Weights are attuned to 

get better the result.  

Artificial neural network is an example of supervised learning. 

Artificial neural network acquired the knowledge in the form 

of connected network unit. It is difficult for human to extract 

this knowledge. This factor has motivated in extracting the 

rule for classification in data mining. The procedure of 

classification is starts with dataset. The data set is divided into 

two parts: training sample and test sample. Training sample is 

used for learning of network while test sample is used for 

measuring the accuracy of classifier. The division of data set 

can be done by various method like hold-out method, cross 

validation, random sampling. In general learning steps of 

neural network is as follows:  

 Network structure is defined with a fixed number of 

nodes in input, output and hidden layer.  

 An algorithm is used for learning process.  

The ability of neural network to make adjustment in structure 

of network and its learning ability by altering the weight make 

it useful in the field of artificial intelligence. 

Algorithm 1: Learning of ANN 

Input: dataset D, learning rate, network.  

Output: a trained neural network.  

Step1: receive the input.  

Step2: weight the input. Each input sent to network must be 

weighted i.e. multiplied by some random value between -1 

and +1.  

Step3: sum all the weighted input. 

Step4: generate output: the output of network is produced by 

passing that sum through the activation function 

 

Figure 3. ANN architecture 

 

SSI 

IEMG 
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DASDV 

Stress level 
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In the ANN model given in figure 3, the input variables are 

deformation time domain feature values extracte from the 

signal namely Simple square integral (SSI), Integrated EMG 

(IEMG), Waveform Length (WL), Difference Absolute 

Standard Deviation value (DASDV), while the output variable 

is stress level (σ). The experimental data  obtained from the 

human with both stress and non stress were used to train and 

test the model. All the data were divided into two sets: 82% 

data points were selected as training dataset for training the 

ANN model and the remaining 18% data points were used as 

testing dataset for evaluating the performance of the ANN 

model.  

 

IV. RESULTS AND DISCUSSION 

With the use of EEG signal, the performance i.e. stress 

classification of the proposed EOG considered Artificial 

Neural Network Learning (EOG-ANN) technique is compared 

with the prevailing methods such as Fuzzy Support Vector 

Machine, K-Nearest Neighbour (K-NN), kernel Extreme 

Learning Machine (KELM), Support Vector Machine (SVM) 

and Extreme Learning Machine (ELM).  For analyzing the 

EEG signals, primarily stress indices values has been 

measured. With respect to the sensitivity, specificity and 

classification accuracy the performance of the proposed 

FSVM method is analyzed. The proposed method is 

implemented in matlab simulation environment and it is 

compared with existing methods to prove the efficiency 

 

4.1. DATABASE PREPARATION 

Certain subject’s primary data is recorded in the database. 

With the use of religion mantras tool, the mantras has been 

produced. The significant primary data of the subject’s are 

recorded in the below given table 1. 

Table 1: Sample subjects for proposed scheme evaluation 

SL no Name Age Gender Mantras 

2001 harsha 27 female Gayathri mantra 

2002 shyju 39 male Gayathri mantra/ ohm 

sarvebhavathesugia/ 

mahamurthiyenjaya mantra 

2003 muhama

dali 

40 male Rabbanaatina.../thakbeer/ 

adham etc. 

2004 sajith 37 male Gayathri mantra/ ohm 

sarvebhavathesugia/ 

mahamurthiyenjaya mantra 

2005 rabeesh 35 male Gayathri mantra/ ohm 

sarvebhavathesugia/ 

mahamurthiyenjaya mantra 

2006 ajay 30 male Gayathri mantra/ ohm 

sarvebhavathesugia/ 

mahamurthiyenjaya mantra 

 

 

 

4.2. STRESS LEVEL 

Initially, the subject is intended to calculate the stress indices 

within the system. The physical data and the cognitive data is 

used to calculate stress indices value, on collecting the data 

significantly. The threshold value is taken from the subjects 

stress indices value. Based on the  subject’s behaviour , EEG 

data of the subject is varied. Henceforth, to compute the 

individual stress level, it is essential to compute the 

individual’s threshold value.   

 

4.3. STRESS RATE PERFORMANCE COMPARISON 

With respect to the EEG signal base time the stress rate value 

is demonstrated in figure 4, 5 and 6. While listening to noise 

and mantras, the stress rate is predicted to be lesser by using 

EEG signals. As well, while humming the mantras the stress 

level is measured. It shows that there is a drastic decrease in 

stress level while chanting and hearing mantras. There is no 

response in stress level when hearing noise. Therefore, the 

anticipated system focuses mainly on reducing the stress by 

mantras.  

 

Figure 4: Stress rate comparison by using EEG signal to 

hearing noise 

 

 

Figure 5: Stress rate comparison by using EEG signal to 

hearing gayathri mantras 

205
210
215
220
225
230
235
240
245
250
255

1 2 3 4 5

E
E

G
 s

ig
n
al

 r
at

e 
(u

g
/d

L
)

Time (s) 

stress no stress

195
200
205
210
215
220
225
230
235
240
245
250

1 2 3 4 5

E
E

G
 s

ig
n
al

 r
at

e 
(u

g
/d

L
)

Time (s) 

stress no stress



International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 12, Number 1 (2019), pp. 66-72 

© International Research Publication House.  http://www.irphouse.com 

71 

 

Figure 6: Stress rate comparison by using EEG signal to 

chanting mantras 

 

4.4. ACCURACY, SENSITIVITY AND SPECIFICITY 

COMPARISON 

The complete performance analysis for comparing the 

sensitivity, specificity and accuracy of the anticipated EOG-

ANN, FSVM and prevailing KELM, K-NN, SVM and ELM 

is shown in figure 7. The classification accuracy of the 

anticipated scheme is higher when compared to the existing 

schemes, owing to the efficient classification and efficient 

preprocessing. Due to the less false negative errors, the 

sensitivity evaluation of the proposed FSVM is comparatively 

higher than that of the existing method, as well specificity is 

also encountered to be higher in FSVM due to its high true 

positive rate compared to the existing methods. When there is 

increased amount of subjects, the performance of the proposed 

method is also significantly increased, the accuracy is 91.12%, 

Specificity is 94.86% and sensitivity is 91.45% for the 

proposed EOG-ANN method. The evaluation of the proposed 

scheme is shown numerically in Table 2. 

 

Figure 7: Overall performance for various classification 

schemes 

Table 2: Overall performance of numerical evaluation for all 

classifiers 

Evaluation 

terms 

Proposed 

EOG-ANN 

FSVM 

[23] 

KELM 

[24] 

ELM 

[25] 

K-NN 

[26] 

SVM 

[27] 

Accuracy 

(%) 

93.5 91.12 88.14 85 83.2 82 

Sensitivity 

(%) 

94.3 91.45 90.25 88.15 86.14 83.12 

Specificity 

(%) 

97.8 94.86 93.14 90.54 88.41 85.6 

 

V. CONCLUSION 

In this research method, initially EOG artifacts present in the 

raw EEG signals are filtered out, thus the classification error 

can be reduced. After noise reduction, time domain features 

are extracted from the EEG signals thus the classification 

accuracy can be increased considerably. Finally stress level 

classification using time domain features are done by using 

Artificial Neural Network approach. This proposed method 

ensures the accurate classification outcome which leads to 

efficient human live saving. If high stress, next mantras are 

hear or chant and this statistical examination is conversed, in 

the course of the performance analysis. The overall 

implementation of the research method is done in the matlab 

simulation environment from which it can be proved that the 

proposed method EOG-ANN can ensure the increased 

accuracy than the existing research methods. 
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