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Abstract: 

The development of IT technology, such as smart devices and 

pin-tecs, is leading to convenient and highly secure biometric 

authentication. In biometric authentication, voice 

authentication is a very efficient biometric authentication 

method in terms of convenience, security, and economy. The 

voice is expressed through the complex energy distribution and 

change in the sense of personality and words. In this paper, we 

use the Sound Color Marker calculated from the time series 

average spectrum of voice signals to verify the validity of 

speaker identification. In experiments with adults 10 speech, 

extraction time for reference sound source is not less than 60 

seconds, extraction time for the sound source to be 

discriminated if more than 10 seconds, the speaker 

identification rate using the Sound Color Marker was very high. 

Also, even if we do not know what it says, we found that the 

longer the extraction time for the reference sound source and 

the extraction time for the sound source to discriminate, the 

higher the speaker identification rate. These results show that 

context-independent type speaker identification is possible 

only by comparing the sound color markers, which are simply 

expressed by seven parameters. 
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1. INTRODUCTION 

In recent years, the development of IT technology such as smart 

devices, fin tech, big data, artificial intelligence, and block 

chain has made interest in biometric authentication more 

convenient and secure. Especially, the government of the 

Republic of Korea is trying to abolish the certificate system 

until the revision of the law, and in the related industries, there 

is an active movement to introduce biometric authentication as 

a means of replacing the certificate. Biometric authentication is 

a method of recognizing information using fingerprint, voice, 

face, iris, and the lines of the palm. There are many ways to 

improve accuracy and security by using several methods 

together. Among these, authentication method using voice is 

safe for theft, loss, duplication, and it is very effective 

authentication method because it can increase the security 

according to the operating method and the introduction cost is 

very low [1-5]. However, the voice is so complex and irregular 

that the information may appear very different depending on 

the contents and the state of the speaker, and it may be easily 

changed to the microphone characteristic of the bio-

information collecting device and the background noise. 

Therefore, in case of authentication using voice, it is necessary 

to apply the method that is suitable for the object and purpose 

of authentication. We can improve the efficiency of 

authentication by using simple discrimination using parameters 

that are not influenced by various situations or peripheral 

characteristics, and by using fine discrimination using 

parameters of very complex characteristics [4-5]. 

Authentication of a speaker can be classified into context-

independent type and context-independent type depending on 

the content of vocalization. The context-dependent type is a 

method of identifying a speaker by speaking a predetermined 

sentence and comparing it with the expected reference value. 

And the context-independent type is a method to identify the 

speaker by comparing feature vectors extracted from learning 

from various existing data and feature vectors extracted by 

uttering unexpected sentences. For context-independent types, 

much more training data should be collected than context-

dependent types. Therefore, it is true that more research has 

been done on the Identificat method of context-dependent type. 

However, speaker identification that can not speak promised 

sentences is also very common, so speaker identification of 

context-independent type is also highly required [5-8].  

In this paper, we applied Sound Color Marker as a very 

simplified parameter while minimizing the influence of various 

situations or peripheral characteristics. We also tried to verify 

the validity of context-independent type speaker identification 

using Sound Color Marker through experiments. Chapter 2 

describes the characteristics of the time series average spectrum 

of the voice signal and the Sound Color Marker. Chapter 3 

describes the experiment and the results. Chapter 4 concludes 

with conclusions. 

 

2. THE CHARACTERISTICS OF TIME SERIES 

AVERAGE SPECTRUM OF VOICE SIGNAL AND 

SOUND COLOR MARKER 

2.1 The characteristics of time series average spectrum of 

voice signal 

A person's voice signal contains numerous personal 

characteristics and meanings of words in the distribution of a 

large number of frequency components that change in real time. 
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These complex personal characteristics and meanings of words 

can be confirmed by analysis of shot-time spectrum. The voice 

signal that changes in real time can be simplified by a statistical 

method. In this case, the personal characteristics or the meaning 

of words seen in real-time change are extremely lost. However, 

statistically simplifying the long-term voice signal can be said 

to approximate the most basic characteristics of the speaker's 

vocal organs. In Figure 1, person "A" reads the heading of the 

book "Principles and Application of Sound." The time series 

average spectrum is obtained by extracting arbitrarily 240 

seconds, 60 seconds, 30 seconds, 10 seconds and 5 seconds of 

the entire range. For comparison with different persons, the 

spectrum of the person "B" extracted from the 60-second sound 

source is also displayed [9-14]. 

 

Fig 1. Time Series Average Spectrum 

 

In Figure 1, the spectrums for "A" show that the longer the 

extraction time is, the more approximated the 240 second time 

series average spectrum, although the content is very different. 

Also, the extraction of the 5 second voice signal is very similar 

to the 240 second time series average spectrum. However, in 

case of "B", the time series average spectrum is very different 

from those of "A" regardless of extraction time. 

 

2.2 Sound Color Marker 

Sound Color Marker was developed to measure the sound of a 

human perceives a sound. It is used for the intuitive expression 

and analysis of sound by displaying the sense of the sound by 

the seven colors in allude to the visual sensation that the person 

recognizes the light. A person is recognized as a log scale when 

the frequency of sound increases. This range of recognition is 

divided into seven levels, and the magnitude of the sound is 

represented by the weight of each frequency step. This method 

of expression makes it possible for a person who does not have 

a knowledge of the volume scale to intuitively recognize what 

type of sound is distributed. Figure 2 shows the time series 

average spectrum extracted for 240 seconds in Figure 1 as the 

Sound Color Marker [15-17]. 

 

Fig 2. Example of a Sound Color Marker 

 

3. EXPERIMENTS AND RESULTS 

In this paper, we tried to verify whether the Sound Color 

Marker, which is simplified by 7 parameters, can be used as 

feature vectors of context-independent type through 

experiments. We also tried to verify whether the Sound Color 

Marker is useful for context-independent type speaker 

identification. In the experiment, 10 different men and women 

read the headings of "Principles and Application of Sound" 

published in "Cheong Moon Gak" as if they were always 

reading a book. The voice signal was collected with Galaxy 

Note 4, and the voice file was sampled at 8 kHz and quantized 

to 32 bits. Audition CC and Cool Edit Pro 2.1 were used for the 

analysis.  

The voices of 10 participants were divided into A to J according 

to the order. Then, nine random sources were extracted from 

arbitrary sections of each experimental participant sound 

source. The first sound source was obtained by extracting the 

sound source with 240 second interval in each sound source. 

And the extraction of the two sound sources in the 60 second 

interval is defined as the second and third, respectively. In the 
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same way, the two sound sources extracted for 30 second 

interval are defined as 4th and 5th, respectively, and the two 

sound sources extracted for 10 second interval are defined as 

6th and 7th, respectively. Finally, the two sound sources 

extracted in the 5 second interval were set as 8th and 9th, 

respectively. The fifth sound source of the fourth participant is 

represented by 'D-5'. 'I-8' represents the 8th extraction sound 

source of the 9th participant. Each extracted sound source was 

converted into a Sound Color Marker, and the similarity 

between the sound sources was compared and analyzed. The 

similarity between the sound sources is calculated by the 

following equation (1). 

 

Similarity between sound sources(%) = 1 −  ∑ |𝑥𝑘 − 𝑦𝑘|7
𝑘=1              (1) 

𝑥𝑘, 𝑦𝑘  : The ratio of energy in the k bands of the two sources to be compared (%) 

𝑘: Order of frequency band of sound color marker 

 

Figure 3 shows the similarity between each sound source 

extracted from experiment participants A and B. When the 

similarity is more than 94%, the similarity mark is displayed in 

color, and the more similarity is, the darker the color is. 

 

Fig 3. Comparison Result of Similarity between A and B Sound Sources 

 

Figure 3 shows that the similarity between the sound sources 

'A-1' and 'A-9' of the same person with different utterances and 

extraction time is over 94% in all cases. The similarity between 

the different sound sources 'B-1' ~ 'B-9' of the same person was 

also very high, over 94% in all cases. However, similarity 

between 'A-1 ~ A-9' and 'B-1 ~ B-9', which are the sound 

sources of different people, is very low. The similarity between 

'A-1' extracted 240 seconds and 'A-9' randomly extracted for 5 

seconds is 98.99%. The similarity between 'A-4' extracted for 

30 seconds and 'A-9' extracted for 5 seconds is 99.02%. 

Through these comparisons, it can be seen that if the speaker is 

the same, the extraction information for 240 seconds, the 

information extracted for 30 seconds, and the information 

extracted for 5 seconds are very similar. However, if the 

speakers are different, the similarity is very low. 

 

Fig 4. Comparison Result of Similarity between All Sound Sources 
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Figure 4 shows a cross-sectional comparison of the similarities 

among all the sound sources extracted nine times from ten 

people. Figure 4 shows that although the extraction time of the 

voice signal is different, if the speaker is the same person, the 

similarity is generally high. However, the similarity between 

the experimental participant 'A' and the experimental 

participant 'H' is somewhat higher, and the similarity between 

the experimental participant 'G' and the experimental 

participant 'I' is somewhat higher.  

Table 1 shows two probabilities from the results of Figure 4. 

One is the probability of discriminating the target sound source 

with its own voice, and the other is the probability of 

discriminating the target sound source with the other. The 

method of discrimination is discrimination by checking 

whether the discrimination target sound source is most similar 

to any person of the reference sound sources. 

 

 

Table 1. The Result of Calculating Speaker Identification Rate 

Extraction time 

for reference 

sound source 

(sec) 

Probability of speaker recognition 
Probability that both sound sources fail the speaker 

recognition 

Extraction time for the sound source to be discriminated (sec) 

60 30 10 5 60 30 10 5 

240 100% 95% 95% 90% 0% 0% 0% 0% 

60  90% 95% 75%  10% 0% 0% 

30   80% 75%   10% 10% 

10    60%    20% 

 

In the results of Table 1, when discrimination target sound 

sources, which are extracted randomly for 60 seconds 

regardless of the content of speech, are compared with 

extracted reference sound sources for 240 seconds, the 

comparison result was successful in discriminating the actual 

owner of the voice. On the other hand, when comparing 

discrimination target sound sources extracted randomly for 5 

seconds with reference sound sources extracted for 10 seconds, 

only 60% discriminated the actual owners of the voices. As a 

result, it was confirmed that the longer the extraction time of 

the reference sound sources and the discrimination target sound 

sources, the higher the discrimination rate.  

Compared with the same person's two sound sources (eg, 'C-2', 

'C-3') extracted at the same time and the reference sound 

sources with an extraction time of 240 seconds, the probability 

of failing speaker discrimination is zero percent. In addition, 

the probability of failing speaker discrimination was 20% when 

comparing two sound sources of the same person with an 

extraction time of 5 seconds to reference sound sources with an 

extraction time of 10 seconds. As a result, it is confirmed that 

the probability of failure of both discrimina- tions in both data 

becomes lower as the extraction time of the reference sound 

source becomes longer, and the rate of failure to discrimination 

becomes lower as the extraction time of the discrimination 

target sound source becomes longer as well. 

 

4. CONCLUSION 

The voice authentication method is a very efficient biometric 

authentication method that can secure the theft, loss, 

duplication, etc. and apply various operation methods. Among 

these authentication methods, there is a context-independent 

type speaker identification that extracts feature vectors from 

learning data from a variety of existing data and identifies 

speakers by comparing unfamiliar sentences with feature 

vectors. The human voice expresses the personality and the 

meaning of the language with the composition and the change 

of the very complicated sound component. Thus, in human 

voices, there can be a wide variety of ways to extract feature 

vectors. 

In this paper, we have experimentally confirmed whether 

speakers can be appropriately identified in context-independent 

type speaker identification using Sound Color Marker, which 

expresses speech characteristics intuitively with only 7 

parameters from time series average spectrum. As a result, if 

the extraction time of the reference sound source is more than 

60 seconds and the extraction time of the discrimination target 

sound source is more than 10 seconds, even if a sound source 

does not have the same content, the probability of identification 

by the speaker is more than 90%. Also, if the extraction time of 

the reference sound source is more than 30 seconds, for two 

sound sources of the same person with an extraction time of 5 

seconds, the probability of failing speaker identification was 

less than 10%. These results show that although the Sound 

Color Marker is represented by seven parameters using only 

statistical techniques without any learning, it plays a proper role 

as a feature parameter of context-independent type speaker 

identification. It is a high level.  

Although the speaker identification rate may be very different 

depending on the number of subjects to be discriminated or the 

criterion of discrimination, in the case of identification of non-

cooperative speaker identifiers or extraction of similar groups 

in too many identifiers, Sound Color Marker Is very effective. 

In addition, if the speaker is identificated by combining the 
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sound color marker with another feature parameter, it is 

expected that it will be sufficiently applicable even if the 

number of objects to be discriminated increases. 
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