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Abstract 

A minimum number of features for 100% face recognition 

accuracy is developed in this paper. Such number is based on 

dividing the detected face region into vertical and horizontal 

segments. A simple technique that regards the pixel mean of a 

segment as a feature is adopted. Algorithms and flowcharts to 

detect the minimum of the Euclidean Distance (ED) between a 

test face image and a matching database (DB) one are 

discussed. A threshold is selected to differentiate between a 

genuine acceptance and a false acceptance of an imposter. The 

minimum number of features is found to be 21. Comparison 

with previously-published techniques shows the superiority of 

the proposed technique regarding accuracy. Results were 

obtained using the ORL face database. 
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1. INTRODUCTION 

Biometrics is the unique measurable characteristic that 

automatically recognizes an individual based on his physical 

and behavioural characteristics [1].  

Physiologists usually deal with the physique of the body such 

as the face, palm, iris, fingerprints and DNA [2]. On the other 

hand behaviourists are keen on the physical behaviour of a 

person such as keystrokes, voice and signature.  

Over the last few decades lots of work have been done on face 

detection and recognition [3] as it is the most effective way for 

person identification [4] since it doesn’t need human 

cooperation [5] and so, it became an important topic in 

biometrics. In fact lots of methods were introduced for face 

detection [6,7,8,9,10] and recognition [8,11,12,13] which may 

be considered as recognition milestones. 

 

2. FACE IMAGE DATASET 

The ORL face database [14] which is composed of 400 images 

for 40 persons each of size 112 x 92 is utilized in this work. 

The database images were taken at different lighting, times and 

facial expressions. The faces are in an upright position with 

frontal view and slight left or right rotations. Samples of such 

ten images per person are shown in Fig. 1. 

A database was created with 200 images of 20 individuals. Out 

of these 10 images of each individual, 5 images were used as a 

training set and the remaining images were used for testing 

(selected randomly). Thus, the ratio between the training set 

and the test set is 1:1.  

 

3. PRE-PROCESSING 

All test images will be compared with the all database face 

images using a correlation method for establishing the degree 

of probability that a linear relationship exists between two 

measured quantities. 

The Pearson’s correlation coefficient for monochrome digital 

images is defined as in equation (1) [15] 

𝑟 =
∑ (𝑥i –𝑥𝑞)(𝑦i−𝑦𝑞)i

√∑ (𝑥i−𝑥𝑞)
2

i √∑ (𝑦i−𝑦𝑞)
2

i

                                         (1) 

 

Fig. 1.  Sample Images from Face Database 

Where, xi and yi are intensity values of ith pixels in the 1st and 

2nd images respectively. Also, xq and yq are the mean intensity 

values of the 1st and 2nd image respectively. The correlation 

coefficient has the value r=1 if the two images are absolutely 

identical, r=0 if they are completely uncorrelated and r= -1 if 

they are completely anti-correlated [16]. 
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The correlation percentage for the original face images is 84%. 

To overcome this problem, pre-processing is needed to extract 

the most important features in the image. 

The most important features are extracted from the face region 

only i.e. without its background. So the input image is first 

binarized and the face region is selected and resized to 100×60 

as shown in Fig. 2 and Fig. 3. 

After the pre-processing step, all test images are compared with 

all database images using the correlation method. The 

correlation percentage for the detected face images becomes 

100%.  

 

 

Fig. 2.  Image binarization 

 

 

Fig. 3.  The face region 

   

4. PROPOSED APPROACH 

4.1 Row-Means Method  

The face image produced from the pre-processing step with 

size 100×60 is used for the Row-Means Method. In this method 

the pixel mean of each row in the face image is computed. The 

resulting row means are considered as the feature vector of a 

face image with the size of 100 elements. The Euclidean 

distance was then employed to ascertain the matching distance 

between feature vectors. 

Fig. 4 and Fig. 5 show feature vectors of two images for the 

same person and the feature vectors of two images for different 

persons using Row Means Method respectively. 

Fig. 6 shows an example for the ED of a test image of index 6 

of the 100 DB images. A true matching between the test image 

and the images of the same face belonging to the sae subject 

takes place when the ED is less than the threshold level. 
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Fig. 4.  Different Row Means feature vectors for the same person 

 

Fig. 5.  Different Row Means feature vectors for different persons 

 

Fig. 6.  Recognition of a test face of index 6 (person 2 image 1) with 100DB images using Row Means Method 

 

4.2 Combined Row-Column Means Method 

The face image produced from the pre-processing step with a 

size 100×60 is also used for the Combined Row-Column 

Means Method. In this method, we compute the mean of each 

row and of each column in the face Image. The resulting rows 

and columns means form a feature vector of the image with 

size of 160 (100+60) elements. The Euclidean distance is then 

employed to ascertain the matching distance between feature 

vectors. 

Fig. 7 and Fig. 8 show feature vectors of two images for the 

same person and the feature vectors of two images for different 

persons using Row-Column Means Method respectively. 

 

Fig.7. Different Row-Column Means feature vectors for the same person 
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Fig.8. Different Row-Column Means feature vectors for different persons 

 

4.3 Horizontal-Vertical Partitions Method 

To reduce the number of features that may produce 100% 

recognition accuracy, the face may be divided into vertical 

partitions each incorporating a number of columns or into 

horizontal partitions with a number of rows each. Starting with 

two-column or two-row partitions and increasing this number 

gradually and testing for 100% accuracy. 

Until a minimum number of partitions is reached (i.e. with the 

maximum no. of columns or rows each.) this number may 

represent the required minimum no. of features for full 

accuracy recognition.  

 As shown in Table I, the number of rows and columns of each 

partition is increased gradually to show the minimum number 

of partitions that may keep the best accuracy (100%).  

However it was found that Horizontal partitions with up to five 

rows each and Vertical Partitions with up to ten columns each 

together produce the required full accuracy i.e. 100%. This 

means that the feature vector length decreases to only 26 

elements instead of the starting 160 elements as indicated in 

Table 1. 

 

 

TABLE 1. REDUCTION OF FEATURE-VECTOR LENGTH IN THE ORIGINAL ROW-COLUMN MEANS METHOD 

No. of row No. of column Feature vector length Accuracy 

1 0 100 99% 

1 1 160 100% 

2 2 80 100% 

4 4 40 100% 

5 5 32 100% 

5 6 30 100% 

5 10 26 100% 

10 10 16 99% 

 

4.4 Modification of Horizontal-Vertical Partitions Method 

Because the human forehead does not contain essential 

changes, it may be considered as one partition as shown in Fig. 

9. 

This modification gave the same accuracy of 100% by using up 

to only 15 Horizontal Partitions and 6 Vertical Partitions 

together. The feature vector length would reduce to 21 

elements only instead of 160.  

 

Fig. 9. Detected face with Horizontal and Vertical Partitions 
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5. ALGORITHM 

The Horizontal-Vertical Partitions Method algorithm may be 

described through the following steps 

Step 1: Read the database gray level image (Size=112×92).  

Step 2: Determine the face region with size (100×60). 

Step 3: Divide the face into one forehead partition and 14 equal 

horizontal ones in addition to 6 equal vertical partitions.  

Step 4: Apply partition means method to form vectors with size 

of 21 elements each (feature vector).  

Step 5: Repeat steps 2) through 4) for every database image.  

Step 6: Read the query image.  

Step 7: Apply step 2) through 4) for the query image so as to 

obtain its feature vector FV.  

Step 8: For every database image ‘i’ and a query image ‘q’, 

compute the Euclidean distance (ED) using the following 

formula: 

 𝐸𝐷 = √∑ (FVi −N
1  FVq)2                              (2) 

Step 9: Determine the image with minimum ED and this 

corresponds to the best match. 

However the proposed method may be described through two 

steps. In the first step a face template for each image in the 

database is created and stored as in Fig. 10. In the second step, 

the face template for a query image is created and then a 

comparison based on the Euclidean distance is made. The 

system can accept or reject a person according to a value of ED 

less than the threshold as stated in Fig. 11. 

 

Fig. 10. Flow chart of DB face template creation    
 

Fig. 11. Flow chart of person identification. 

 

6. PERFORMANCE RESULTS 

The Euclidean Distance (ED) is used for classification of face 

templates. Two templates are considered to be matching if the 

ED is lower than a specific threshold. A decision can be taken 

in the matching step, based on threshold values. That is to say 

that a similarity between two face images may be evaluated 

based on their ED if it below a certain threshold. 

ED of the feature set was used as a similarity measure. The 

direct ED between the database image i and the test image q 

can be given as in equation (2), where FVi and FVq are the 
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feature vectors of a database image i and the test image q 

(query) respectively and each is of size "n". 

Fig.12 and fig. 13 show the identification accuracy at different 

threshold values obtained with the Horizontal-Vertical 

Partitions Method and Modified Horizontal-Vertical Partitions 

Method respectively. 

Optimum threshold is seen to be of 4.5value using the 26 

features as shown in fig. 12. With the modified 21 features, 

fig.13 shows an optimum threshold of 3.7. 

 

 

Fig.12. Identification accuracy obtained for face recognition using Horizontal-Vertical Partitions Method  

(26 features) at different threshold values. 

 

 

Fig.13. Identification accuracy obtained for face recognition using Modified Horizontal-Vertical Partitions Method  

(21 features) at different threshold values. 

 

7. CONCLUSION 

The proposed method is based on dividing each face region 

into a number of partitions that has been shown to be 

optimum. This number is of fifteen horizontal and six vertical 

partitions. Extracting features from such partitions in terms of 

their means produced 100% accuracy with only 21 face 

features.  

It should be noted that, the face-features number used in the 

proposed method is the optimal number compared to the 

approaches introduced in [17]. The minimum number of 

features considered in [17] to achieve accurate face 

recognition was 261 features. In this paper, this number is 

reduced to about 8% only i.e. 21 features.  

 

 



International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 12, Number 7 (2019), pp. 949-955 

© International Research Publication House.  http://www.irphouse.com 

955 

REFERENCES 

[1] Zhang, Xiaozheng and Yongsheng Gao. “Face 

recognition across pose: A review,” Pattern 

Recognition, vol 42, no. 11, pp. 2876-2896, 2009.  

[2] Tolba, A. S., A. H. El-Baz, and A. A. El-Harby. “Face 

recognition: A literature review,” International 

Journal of Signal Processing, vol 2, no. 2, pp. 88-103, 

2006. 

[3] W. Zhao, R. chellappa and P.J. Phillips, 

“Facerecognition: A literature survey, Computing 

Surveys (CSUR)”, ACM, vol. 35, no. 4, December 

2003. 

[4] A. Suman, “Automated face recognition: Applications 

within law enforcement. Market and technology 

review,” NPIA, 2006. 

[5] G.L. Marcialis and F. Roli,Chapter, Fusion of Face 

Recognition Algorithms for Video-Based Surveillance 

Systems, In: Foresti G.L., Regazzoni C.S., Varshney 

P.K. (eds) Multisensor Surveillance Systems. 

Springer, Boston, MA pp. 235-249,2013 

[6] K. T. Talele and S. Kadam, “A. Tikare, Efficient Face 

Detection using Adaboost,” IJCA Proc on 

International Conference in Computational 

Intelligence, 2012. 

[7] T.Mita, T.Kaneko and O. Hori, “Joint Haar-like 

Features for Face Detection,” Proceedings of the 

Tenth IEEE International Conference on Computer 

Vision, 2005. 

[8] T. Ahonen, A. Hadid and M. Peitikainen, “Face 

recognition with local binary patterns,” In Proc. Of 

European Conference of Computer Vision, 2004. 

[9] I.Kukenys and B.McCane, “Support Vector Machines 

for Human Face Detection,” Proceedings of the New 

Zealand Computer Science Research Student 

Conference, 2008. 

[10] M. M. Abdelwahab, S. A. Aly and I. Yousry, 

“Efficient Web-Based Facial Recognition System 

Employing 2DHOG,” Computer Vision and Pattern 

Recognition pp. 3–4, 2012. 

[11] M. A. Turk and A.P. Pentland, “Face recognition 

using eigenfaces,” IEEE Conf. Computer Vision and 

Pattern Recognition, 1991, p.586-591. 

[12] J Lu, K. N. Plataniotis and A. N. Venetsanopoulos, 

“Face recognition using LDA-based algorithms, ” 

IEEE Neural Networks Transaction, 2003. 

[13] L. Wiskott, M. Fellous, N. Krger, and C. 

Malsburg,Face recognition by elastic bunch graph 

matching,“IEEE Trans”,on PAMI, 19:775–779, 1997. 

[14] (2002) The ORL Database of Faces, AT&T 

Laboratories Cambridge. [Online]. Available: 

http://www.cl.cam.ac.uk/research/dtg/attarchive/faced

atabase.html. 

[15] J.L.Rodgers and W.A. Nicewander, “Thirteen Ways to 

Look at the Correlation Coefficient”, The American 

Statistician, vol. 42, no. 1, pp.59-66, February 1988. 

[16] Eugene K and Jen, Roger G.Johnston, “The 

Ineffectiveness of Correlation Coefficient for Image 

Comparisons”, Research Paper prepared by 

Vulnerability Assessment Team, Los Alamos National 

Laboratory, New Mexico, USA, 2012. 

[17] I. E. Zieadan and B. M. Nasef, “A New Trend for Face 

Recognition Features”, Proc. of the Intl. Conf. on 

Advances In Computing, Communication and 

Information Technology - CCIT 2014. 

 


