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Abstract 

Spectrum sensing or detection of primary user (PU) signals is 

the most fundamental requirement of a Cognitive Radio 

Networks (CRN). Most of the traditional detectors in CRN 

suffer deterioration in low SNR region due to noise 

uncertainty factor. Entropy based detection (EBD) is found to 

be independent of this issue. Here we propose a new detection 

scheme wherein the signal received has been decomposed 

twice at the receiver so as to improve entropy based detection. 

First time, we decompose the received signal by deriving 

wavelet packet entropy components. Second time, we 

decompose the signal as we derive eigen values of the sample 

covariance matrix of the wavelet packet entropy components. 

To arrive at a decision to confirm occupation or vacation of 

spectrum by the licensed user, we compare the ratio of 

Maximum and minimum eigen values (MME) with a 

threshold. A comparative study of wavelet packet entropy 

based detection (WPEBD) and Eigen value based WPEBD 

(EV-WPEBD) has been carried out by implementing Monte 

Carlo experiments for various SNR values.  

Keywords—CRN, spectrum sensing, WPEBD, eigen values, 

entropy. 

I. INTRODUCTION  

 

There has been exponential growth in usage of wireless 

devices with advent of technological advancement in 

communication technologies. Demand for spectrum is ever 

growing and has no scope of slowing down in future too. The 

traditional practice of static allotment of spectrum has created 

acute shortage of available radio spectrum [1]. By 2020, over 

50 billion wireless devices will be connected to one or many 

wireless networks which are mostly going to demand access to 

the high speed internet [2]. With static allocation of the radio 

spectrum to licensed users, some portions of the radio 

spectrum are heavily used while some others are rarely used. 

Lack of access to radio spectrum among unlicensed users can 

result in undesirable denial of service events. Hence 

exploration of techniques for resolution of the spectrum 

scarcity issue is at the forefront of future network research as 

this needs to be addressed as soon as possible.  

CRN offers to solve the spectrum inadequacy by allowing the 

users who are unlicensed or are called as secondary users (SU) 

to avail every opportunity to utilize or exploit the spectrum 

portion temporarily left unused by the PU with an assurance 

that it will be vacated as soon the PU desires to utilize it [3]. 

The CRN users utilize the spectrum without interfering with 

PU’s communication networks. Hence, the most fundamental 

and important factor in CRN is spectrum sensing or detection 

of the PU signals so that it is not interfered with. Lot of 

research has gone into identifying and optimizing different 

spectrum sensing techniques for CRN, specially in last two 

decades [4]. 

The traditional spectrum sensing techniques have been 

classified into two categories: narrowband and wideband. 

Narrowband sensing analyzes one frequency channel at a time 

while wideband sensing analyzes a number of frequencies at a 

time. Examples of the former include energy detection [5-9], 

cyclostationary features detection [10-14], matched filter 

detection [15-17], covariance based-detection [18-21] and 

machine learning-based sensing [22-25]. In the latter, the 

spectrum is usually divided into multiple sub-bands and then 

they are sensed, either sequentially or simultaneously, using 

the narrowband sensing techniques [26]. 

However, traditional spectrum sensing or detection techniques 

suffer from a common problem and that is noise uncertainty. 

At low SNR, noise walls exists which deteriorates the 

detector’s performance severely [27][28]. Hence at low SNR, 

CNR may cause interference with PU communication with 

spectrum sensing techniques which are affected by noise 

uncertainty.  

Noise uncertainty issue can be overcome by entropy based 

detector (EBD). EBD is robust to noise uncertainty [29]. In a 

scenario, where Gaussian noise signals are involved, entropy 

sensing works on the premise that entropy of a stochastic 

signal is more. However, in cases where modulated signals of 

the primary users are contained in the received signal, 

reduction in entropy is observed. The time domain signal is 

converted to frequency domain signal to remove noise 

uncertainty. Once the signal is received at the receiver, its 

information content is evaluated using Shannon entropy[30]. 

Entropy is not affected by the factor of noise. Hence the results 

obtained, demonstrate robustness to noise uncertainty. The 

results show improvement in performance of detection. 

Various EBDs have been researched upon like DFT based 

EBD (DEBD) [31][32], wavelet entropy based detection 

(WEBD) and WPEBD [33]  

DEBD provides only two dimensional information about the 

signal, that is, about its different frequency components and 

their respective amplitude. WEBD uses wavelet transform 
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(WT) of the signal being tested and covers all the three 

parameters of a signal i.e, frequency components, their 

respective amplitude and the time which gives the location of 

different frequency components on the period axis [34]. But 

WT excludes higher frequency components. WPEBD model 

utilizes wavelet packet transform which includes both lower as 

well as higher frequency components [35]. It gives a complete 

decomposition of the tested signal. Hence WPEBD supposedly 

yields the best results [36]. 

In this paper, we improve upon WPEBD detection by 

decomposing the received signal second time by using 

Maximum and Minimum Eigen values with it.  Hence, the 

technique has been named as EV-WPEBD.  

This paper is arranged in various sections. Section II briefly 

describes the methodology used to carry out entropy based 

detection using WPEBD and EV-WPEBD. Section III 

contains simulation results. Conclusion of the paper is given in 

section IV 

II.  METHODOLOGY 

Here the problem of spectrum sensing has been represented as 

a binary hypothesis.  

H0 represents a situation where PU signal is absent and H1 

represents a situation where PU signal is not absent. 

In subsequent paragraphs, we have first explained WPEBD. 

Here, we calculate the wavelet packet entropy of the received 

signal. This entropy is matched with the threshold entropy. 

Based on the output, we arrive at a decision about the 

existence of PU signals. 

Next we have elaborated upon the proposed method of       

EV-WPEBD where the received signal is subjected to wavelet 

packet transform before calculating the entropy. Sample 

covariance matrix is obtained for the wavelet packet entropy 

ensemble of the received signal. Based on random matrix 

theories (RMT) [37-40], MME of the covariance matrix is 

obtained. Ratio of λmax/λmin is matched with a threshold value 

Λ which is always greater than 1. If the ratio is greater than 

threshold, it implies that the PU signal exists. 

A comparative analysis has been carried out using simulations. 

Results using receiver’s operating characteristics (ROC) 

curves displays performance of both methods discussed above 

at various levels of SNRs. Both methods are robust to noise 

uncertainty, however, their efficiency differs and the same is 

attempted to be established in this paper. Performance of both 

the methods have been compared with the help of ROC curves 

through probabilities of detection  represented by Pd and false 

alarm probabilities expressed as Pf. 

II.I  WPEBD Algorithm For Detection Of PU Signals  

 

Figure 1: Basic WPEBD model. 

Fig. 1 represents the model where the received signal is put 

through wavelet packet transform before calculating its 

entropy. For j levels, wavelet packet transform (WPT) 

decomposes x(n), that is, a noisy signal into 2j sub bands. The 

corresponding wavelet packet coefficients can be expressed as 

[41][42]. 

 

𝑑𝑖,𝑚
𝑗

= 𝑊𝑃 {𝑥(𝑛), 𝑗} 𝑛 = 1, . . . . . . . . .  . . , 𝑁                             (1) 

 

𝑑𝑖,𝑚
𝑗

 represents the mth coefficient that belongs to the ith sub 

band of level j where m=1. . . N/2j and i=1. . . N/2j  

The energy calculated for sub-band i and the level j [43] is 

given as, 

𝐸𝑖
𝑗

= ∑|𝑑𝑖,𝑚
𝑗

|
2

                                                                        (2)

𝑚

 

Wavelet packet coefficients’ total energy 𝐸𝑡𝑜𝑡𝑎𝑙
𝑗

 is given as  

𝐸𝑡𝑜𝑡𝑎𝑙
𝑗

= ∑|𝑑𝑖,𝑚
𝑗

|
2

=  ∑ 𝐸𝑖
𝑗

2𝐽

𝐼=1

                                                  (3)

𝑚

  

For every level, probability distribution can be computed by  

                    𝑃𝑖
𝑗

=
𝐸𝑖

𝑗

𝐸𝑡𝑜𝑡𝑎𝑙
𝑗                                                               (4) 

Normalized wavelet packet energy is given as ∑ 𝑃𝑖
𝑗

𝑖 = 1.  

For j level, the wavelet packet entropy is expressed as, 

𝑆𝑤𝑝
(𝑗)

= − ∑ 𝑃𝑖
𝑗

log2[𝑃𝑖
𝑗
]                                                          (5) 

H0 is the hypothesis where the signal received as x(n) = w(n) 

contains noise. Wavelet packet entropy for w(n) is calculated 

by (5) is given as,  

𝑆𝑤𝑝
(𝑗)

=  𝑆𝑤𝑝
(𝑗)

(𝑤(𝑛)) = − ∑ 𝑃𝑖
𝑗

log2[𝑃𝑖
𝑗
]                             (6) 

The w(n) is a random variable which is additive White 

Gaussian noise.  

H1 is the hypothesis where the signal that is received as      

x(n) =s(n) + w(n) contains both noise and the primary signal. 

Here wavelet packet entropy for x(n) calculated using (5) is 

given as, 

𝑆𝑤𝑝
(𝑗)

=  𝑆𝑤𝑝
(𝑗)

(𝑥(𝑛)) = − ∑ 𝑃𝑖
𝑗

log2[𝑃𝑖
𝑗
]                            (7) 

Tj(X) is the test statistic which is concerned with wavelet 

decomposition level j having N as the sample size.  

The test statistic obtained is expressed as, 

𝑇𝑗(𝑋) = − ∑ 𝑃𝑖
𝑗

log2[𝑃𝑖
𝑗
]                                               

2𝑗

𝑖
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= ∑
𝐸𝑖

𝑗
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𝑗

log2 ⌈
𝐸𝑖

𝑗
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                     (8)

2𝑗

𝑖

 

𝜆𝑗  is the detection threshold for level j obtained for a target 

false alarm ratio Pf and is given by, 

𝜆𝑗 = 𝑆𝑤𝑝
(𝑗)

(𝑤(𝑛)) + 𝑄−1(1 − 𝑃𝑓)𝜎𝑒                        (9  ) 

Here,  𝑄(𝑥) =
1

√2𝜋
∫ 𝑒𝑥𝑝(−𝜏2/2)𝑑𝜏 ,  𝑄−1(𝑥)

∞

𝑥
 is calculated 

as the inverse function of Q-function. 

 

II.II   EV-WPEBD Algorithm For Detection Of PU Signals 

 

Figure 2: Basic EV-WPEBD model. 

By (7), wavelet packet entropy for x(n) in WPEBD is given as, 

𝑆𝑤𝑝
(𝑗)

=  𝑆𝑤𝑝
(𝑗)

(𝑥(𝑛)) = − ∑ 𝑃𝑖
𝑗

log2[𝑃𝑖
𝑗
]                  

Equation (7) gives the wavelet packet entropy ensemble of the 

received signal. As shown in Fig. 2, we compute the 

covariance matrix of this entropy ensemble as, 

              Rx(N)  ≝   1

𝑁
 ∑  𝑆𝑤𝑝

(𝑗)𝐿−2+𝑁
𝑛=𝐿−1 𝑥̌(n)𝑥̌ ϯ(𝑛)                 (10) 

Rx(N)  is the sample covariance matrix with N collected 

samples. ϯ is the Hermitian (transpose-conjugate). 𝑥̌(𝑛) is 

output of x(n) that is the received signal after applying 

smoothening factor L. We calculate eigen values, λ1, λ2, λ… λn  

for the above sample covariance matrix. We obtain the 

maximum and minimum eigen values as λmax  and λmin.  Ratio 

of λmax/λmin is matched with a threshold value Λ which is 

always greater than 1. If the ratio is greater than threshold, it 

implies that the PU signal exists (H1); otherwise it does not 

exist (H0).  

We can represent the decision condition as, 

𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 → {
(

𝜆𝑚𝑎𝑥

𝜆𝑚𝑖𝑛
) ≤ 𝛬,         𝐻0  

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,          𝐻1

  

𝛬 is the threshold value. Using only N, L and Pf, we can 

calculate threshold before hand. It is not affected by signal and 

noise. It is given as- 

Λ = (
√𝑁 + √𝐿

√𝑁 − √𝐿
)

2

(1 +
(√𝑁 + √𝐿)

−2/3

(𝑁𝐿)1/6
𝐹1

−1(1 − 𝑃𝑓))              (10) 

where Pf is the probability of false alarm for MME, and 

cumulative distribution function (CDF) of Tracy-Widom 

distribution of order 1 is denoted by F1. In 1996, Tracy and 

Widon derived the Tracy-Widon distributions. For random 

matrices, largest eigen value is defined by Tracy and Widon 

distribution which acts as a limiting law for it [44][45]. F1
-1 is 

calculated as inverse of F1.  

 

III  SIMULATION RESULTS 

Performance of WPEBD and EV-WPEBD has been evaluated 

by plotting the ROC graph between Pd which is the probability 

of detection and Pf which is the probability of false detection. 

If PU is correctly detected, then Pd represents the probability 

of correct detection. It satisfies H1. If PU is falsely detection,  

Pf  represents the probability of this false detection. High Pd 

with low Pf even at low SNR conditions is highly desirable. 

The present study is estimated for various SNR levels of the 

received signal. 

Experiments of Monte Carlo are executed for over 10,000 

runs. 𝐿= 15, 𝑃𝑓 = 0.08. The primary and the binary phase shift 

keying BPSK signal is modulated with frequency carrier of 

𝑓𝑐= 40 KHz. Here the sampling frequency 𝑓𝑠= 100 KHz and 

the sampling time is 5ms. 

 

Figure 3.  Detection performance vs. SNR of the WPEBD and 

EV-WPEBD scheme, Sample size (𝑁=18000) 
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From fig. 3 we can observe that the detection probability is 

decreasing as SNR (dB) value is increasing. EV-WPEBD 

performs better than WPEBD. 

Figure 4. Comparison for Detection performance vs. false 

alarm probability for WPEBD and EV-WPEBD (SNR=-25 dB) 

and sample Size (N=18,000). 

 
 

Figure 5: Comparison for Detection performance vs. false 

alarm probability for WPEBD and EV-WPEBD (SNR=-15 dB) 

and sample Size (N=18,000). 

 
Figure 6. Comparison for Detection performance vs. false 

alarm probability for WPEBD and EV-WPEBD (SNR=-5 dB) 

and sample Size (N=18,000). 

The detection performance curves vs. false alarm probability 

of WPEBD and EV-WPEBD with SNR of -25dB, -15db and   

-5dB is shown in fig 4-6 respectively. We can observe that 

EV-WPEBD (denoted by red line) outperforms WPEBD for 

all SNR values. EV-WPEBD is definitely more efficient than 

WPEBD for all levels of decomposition. 

 

IV.  CONCLUSION 

In this paper, performances of two entropy based detection 

techniques have been evaluated. We have established the 

efficiency of each detection technique being used for detecting 

the PU signal by carrying out Monte Carlo experiments. A 

comparative analysis between detection techniques based on 

entropy of wavelet packets and detection based on eigen 

values have been carried out using ROC curves of probability 

of detection and probability of false alarm for each technique. 

It is quite apparent that SNR plays an important role in 

wireless communication. The analyses as mentioned 

previously have been carried out for various SNR scenarios 

like -25 dB, -15 dB and -5 dB. Outcome of the analyses has 

been encouraging. EV-WPEBD has proved to be a more 

efficient detection technique even at low SNR of -25dB. This 

outcome will surely facilitate further research in design and 

development of detection techniques for CRN. 
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