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Abstract: 

The essential criteria was discovered in the thesis to define free 

boundary over the nonlinear partial differential equations. The 

task is to find co-ordinates of each point of the border so that to 

minimize functional. Such task can be treated as an optimum 

control problem. It is a problem with restriction. In accordance 

with a method of the interfaced functions we will pass to a 

problem of optimization without restrictions, having entered 

new functional. The purpose of the given work is calculation of 

the first variation of functional. It also defines a necessary 

condition of optimality for definition of position of border of 

an oil layer. The considered method for determining free 

boundaries is based on solving problems of determining the 

boundary of a system that describes a nonlinear partial 

differential equation. 
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I. INTRODUCTION 

The task of the current study is to find co-ordinates of each 

point of the border of the oil deposit so that to minimize 

functional. Such task can be treated as an optimum control 

problem. It is a problem with restriction. 

The purpose of the given work is calculation of the first 

variation of functional. 

This subsection considers the necessary optimality condition 

for determining of the position of the boundary of the oil 

deposit. 

Let us consider the problem of determining of the boundary for 

a system described by nonlinear differential equations in partial 

derivatives. 

),,,,,,,( yyxxyxt uuuuutyxfu              (1) 

where mtyxu ),,( -dimensional a vector function of the 

state of the system, defined in a two-dimensional region 
2E ;  xxxt uuu ,,  and so on - denoting the partial 

derivatives with respect to time and spatial coordinates, 

respectively. 

The initial and boundary conditions are given in general form 

),()0,,( 0 yxuyxu    ),( yx             (2) 

 

0),,,,( nuuyxtg    ),( yx             (3) 

where nu  denotes the normal derivative of the vector u  to 

the boundary of the region  . 

 

II. MATERIAL AND METHODS 

In accordance with a method of the interfaced functions it is 

supposed to pass to a problem of optimization without 

restrictions, having entered new functional. 

The considered method for determining free boundaries is 

based on solving problems of determining the boundary of a 

system that describes a nonlinear partial differential equation. 

Principles for solving ill-defined problems are considered in the 

works of Zakirov and Lapuk [1], Lions [2], Bubnov [3], 

Bulygin [4-5], Gutnikov et al. [6-8].  

Applied to the inverse problems of the filtration theory in the 

works of Zhirov [9], Shazhdekeeva and Mukhambetzhanov 

[10], Shazhdekeeva et al. [11], Frolov [12]. 

 

III. RESULTS AND DISCUSSION 

The system evolves over a period of time ],,0[ Tt  during 

which the measurements are made. 

Observations are represented by the q-dimensional (q <m) 

vector z (x, y, t), which for convenience can be considered a 

continuous function ]),0[( TEz q   . Suppose that the 

vector z is related to the state of the system by the relation 

),,,()(),,( tyxuhtyxz                    (4) 

where ),,( tyx  measurement error. The problem is to 

determine the region  ( i.e., finding the coordinates of each 

boundary point  ) in such a way as to minimize the 

functional 

   

T

dtddxdydtuhtztyxGtyxuhtyxzJ
0

))],,((),,([),,,,(])),,((),,([
 



(5) 

The weight matrix ),,,,( tyxG   is continuous in its 

arguments, positive definite and symmetric ( GG  ).In this 

case, the problem under consideration can be treated as an 

optimal control problem, in which the position of the boundary 

is a control variable. 
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In practice, the case of measuring the state vector of a system 

in M-discrete points ( jj yx , ) is often encountered, i.е. a case 

MjttyxuAtyxz jjjjjj ,...,2,1),(),,(),,(          (6) 

 

where  ),...,2,1( MjAj  matrices of dimension  

( mq ),whose elements are equal to zero or one. In this case, 

the original functional J can be represented as follows: 






T M

j

jjjjjjjjjjj dttyxuAtyxztGtyxuAtyxzJ
0 1

)],,(),,()[(]),,(),,([

     (7) 

The notation (1.5.7) can be reduced to a more general form (5) 

by introducing into the weight function  - a Dirac function. 

Therefore, in the sequel, for convenience, a more general 

formula (5) is used. 

The optimal control problem formulated above is a problem 

with the constraint imposed by equation (1.5.1). In accordance 

with the method of conjugate functions, pass to the 

optimization problem without restrictions, introducing a new 

functional 

  

T

t dxdydtuftyxJJ
0

,])[,,(


        (8) 

where mtyx ),,( -dimensional conjugate vector-valued 

function. If  -boundary, minimizing J , then it also 

minimizes and J . 

Suppose that the boundary   is subjected to a perturbance 

and transforms )(  ddd 
 with the corresponding 

transformation of the region   in  
. 

Perturbance of the border   leads to perturbance J . Our 

goal is to calculate the first variation J . 

Suppose that a new area 
 (its coordinates are indicated

 yx , ), which depends on the parameter  , can be converted 

to the original region   by transformations 

);,,,,( 2

1 uuuyxФx 
;               (9) 

);,,,,( 2

2 uuuyxФy 
,              (10) 

where u  and u2  gradient, and Laplacian of the functions 

u . The new value of the function ),(   yxuu  is 

reduced to the original function ),( yxu  by the 

transformations (9), (10) and the transformation 

);,,,,( 2

3 uuuyxФu 
               (11) 

It is assumed that these transformations are continuous, 

invertible, differentiable, and that to the values  0  

correspond identical transformations  

)0;,,,,( 2

1 uuuyxФx                (12) 

)0;,,,,( 2

1 uuuyxФy                (13) 

)0;,,,,( 2

3 uuuyxФu               (14) 

If  - a is small value, then equation (9) - (11) can be 

represented in the form 

);(0)( 10

1

01 













 xО
Ф

Фx        (15) 

);(0)(0 2

0

2

02 
















 y
Ф

Фy   (16) 

);(0)(0 3

0

3

03 

















 y
Ф

Фu      (17) 

The first variations uyx ,,  are defined as follows: 

1   xxx ;                        (18) 

2   yyy ;                      (19) 

3),(),(    yxuyxuu         (20) 

The first variation J  due to the perturbance is the principal 

linear part of (relative to ) of the difference: 

  
 

 

T

dtdddydxuhztyxGuhzyxuJyxuJ
0

)]()[,,,,(])([)],([)],([
 

 

 

      



T T

t dtdydxufdtddxdyduhztyxGuhz
0 0

][)]()[,,,,(])([
  


   

  

T

t dxdydtuf
0

.][


                         (21) 

Using the Jacobian of the transformation, we reduce equation 

(21) to the form 

   








T

dtddxdyd
yx

yx
uhzGuhzuJuJ

0
),,,(

),,,(
)]([])([][][

 

 




 

     








T T

t dxdydt
yx

yx
ufdtddxdyduhzGuhz

0 0
),(

),(
][)]([])([

  



 

  

T

t dxdydtuf
0

][


                     (22) 



International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 13, Number 6 (2020), pp. 1204-1209 

© International Research Publication House.  https://dx.doi.org/10.37624/IJERT/13.6.2020.1204-1209 

1206 

where     

.1
),(

),(

,1
),,,(

),,,(

21

2121

yxzx

yx

yxyx

yx





































































 

Expanding the integrals in the expression (22) in a Taylor series 

and preserving terms of the first order with respect to , obtain 

the first variation J  in the form 

   

T

xu xuutyxuhtyxGtuhtzJ
0

))[,,((),,,,(])),,((),,([2
 

 

 

   

T

y tyxGtyxuhtyxzdtddxdydyu
0

),,,,(])),,((),,([2]
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y
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x
tuhtz
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))(([]))][,,((),,([








 

 xuyuxuuyxt ufyufxufufyfxfuf
x
 )(

 

 xufxufufyufxufufyuf xxuxxxuxxuyyuyxuyuxyu xxxxxyyyx


 

,]dxdydtyuxuuyufxufufyuf tytxtyyyuyyxuyyuxxyu yyyyyyxx
                               

                                (23) 

there 

).,,(),,(,),,(),,( tyxutyxuuyxtyxtyx yx       

The following relations are also used: 

;
),,(),,(),,(),,(

;

yuxuuyuxu
x

tyxu

x

tyxu

x

tyxu

x

tyxu
u

yuxuuu

xyxxxxyxxx

yx
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;

;

yuxuuu

yuxuuu

yuxuuu

yyyyyxyyyy

xxyxxxxxxx

yyyxyy













 

In addition, it is assumed that if the point ( yx, ) does not fall 

in the region 
 , then ),( yxu

 it can still be represented in 

the form ),(  yxu ,  where (
 yx , ) - is the point in 

 , 

which corresponds to the point ( yx, ) be reason of the 

transformations (9), (10). 

Using equations 
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 xufyufyufyfxufxufxuf yyuxyuyuyyyxuxxxuyxu yxyyxxy


 

;yufyuf yyyuxxyu yyxx
            (24) 

;)()( yttytxttxttt yuyuyu
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                                                             (28) 

and the relation 0)0,,( yxu , obtain the first variation of 

the functional J  in the form 
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 dxdyudxdydtyddtuh
Tt

]})))],,(( .                                           (29) 

Let the conjugate vector ),,( tyx  satisfy the system of 

equations 

 


 ),,,,(),,(2)()()()( tyxGtyxhfffff uyyuxxuxxyuxuut yyyx

 

 ddtuhtz ))],,((),,([                   (30) 

with the condition at the end of the time interval 

0),,( Tyx .                                 (31) 

The substitution of the equations (30) and (31) into the 

expression (29) and the application of the Gauss-Ostrogradskii 

theorem gives the following representation for the variation of 

the functional: 

   

 









TT

yuxu

T

yuuxuu

tyxGtyxuhtyxzdsdtufuf

dsdtuffffJ

yyxx

yyyxxx

00

0

),,,,(])),,((),,([2{)sincos(

}sin])([cos])({[

 









 

,]sincos}[))],,((),,([ dsdtyxddtuhtz       (32) 

where  – the angle between the positive direction of the x  

axis and the outer normal to the boundary of the region  , 

s - the arc length of the contour  . 

To determine the boundary conditions for a function   it is 

more convenient to use a u . Expressing u  through u  and 

substituting this expression in (32), obtain 

 




T

yuuxuu udsdtffffJ
yyyxxx

0

}sin])([cos])({[


 

 

  


dsdtufuf

T

yuxu yyxx

0

)sincos(


  

  





cos))([()sincos)(,,,({
0

xuu

T

xxx
ffyxtyxS

 

,)}](sin))(( dsdtyuxuff yxyuu yyy
       (33) 

where is denoted 

 


 ddtuhtztyxGtyxuhtyxztyxS ))],,((),,()[,,,,(])),,((),,([2),,,(

 

If we express both xu  and 
yu  in terms of the normal nu  

and tangential su  derivatives of the function u  on  , 

and also assume that the contour   is closed, then equation 

(1.5.33) is transformed to the form 

 




T

yuuxuu yyyxxx
ffffJ

0

sin])([cos])({[


 

 

  



 udsdtff

x yyxx uu  }sincoscossin /'
 

 




T

xuunu xxxyy
ffyxtyxSdsdtuf

0

2 cos))([()sincos)(,,({)sin




+





  cossin(]][sin)(( ///

xxyyy uyxyuu f
s

yuxuff

 

dsdtyuxuf yxuyy
)})(cossin/         (34) 

For convenience of calculations, the variation

nyxunyxuun   /),(/),(  can be expressed in 

terms of ./),(/),( nyxunyxuun    

Indeed, since the angle between n  and 
n , obtain 
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),(),(),(),(),(),( 2
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sn

yxu
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yxu
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yxu
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       (35) 

where n  - normal direction to   at the point ),( yx ; s - the 

tangent direction to   at the point (х, у); 
n - the normal 

direction to the perturbed boundary 
  at the point (

 yx ,

), which after deformation corresponds to the point ),( yx  on 

 ;  n  and s  – are the normal and tangential components 

of the variations x   and y . 

The substitution of (35) into (34) gives 
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dsdtyuxuff
s

yxuu yyxx
)})(cossincossin( //  






    (36) 

It follows from (3) that 

,0 nuuyx ugugygxg
n
    

yx, ,  

  yx ,                               (37) 

Solving (37) with respect to nu  and substituting the result in 

(36), obtain 
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ydsdt
sn

u





             (38) 

We now choose boundary conditions for equation (30), so that 

the first term on the right-hand side of expression (38) vanishes. 

In view of the arbitrariness of the variation u  on the contour, 

obtain 





 ]cossincossin[sin])([cos])([ 

yyxxyyyxxx uuyuuxuu ff
s

ffff

 

.0)sincos( 122  

uuuu ggff
n

yyxx
        (39) 

Substituting (30) into (29) and changing the order of 

integration, obtain the final expression 

 
 


 

  ,),(),(),(),( 21 dsyxyyxLdsyxxyxLJ   

(40) 

where    
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yyyxxx

0
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0
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 (42) 

Note that the perturbance of the contour )(     is represented 

by perturbance of the corresponding coordinates x  and y  

contour at each point of the originally defined boundary. The 

necessary conditions for optimality (of the first order) will be 

the conditions: 

,0),(1 yxL                           (43) 

.0),(
2

yxL                              (44). 

 

IV. CONCLUSIONS 

The article discovered necessary optimality conditions for 

determining of the position of the boundary of oil deposit. The 

essential criteria was discovered in the thesis to define free 

boundary over the nonlinear partial differential equations.  
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