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Abstract 

Constant improvement of information technology leads to 

expansion of sizes of local networks of enterprises and issues 

connected to its organization and monitoring. Considering that 

every minute a huge amount of heterogeneous data is generated 

within the network, operating a computer network LAN 

becomes a nontrivial task. Since a computer network consists 

of a wide variety of devices (switches, servers, routers, 

computers etc.), and each of these devices utilizes a high 

number of application software, which is a source of immense 

amount of information, the forecast based on processing and 

analysis of this data would be best made by an algorithm of 

machine learning. The presence of a sufficiently accurate 

prediction of malfunction will be able to ensure high reliability, 

safety and economic efficiency of operating the equipment of 

local area networks segments.  

This article proposes a model for predicting equipment failures 

in a particular case based on the Random Forest machine 

learning algorithm. The key stages of building and tuning the 

model are considered. The model includes several sub-models 

predicting equipment failure using actual and predicted 

readings from sensors.  

Keywords: predicting failures, machine learning, Random 

Forest, decision tree, model.  

 

INTRODUCTION 

Constant improvement of information technology leads to 

expansion of sizes of local networks of enterprises and issues 

connected to its organization and monitoring. If previously the 

organization and monitoring of LAN was a priority just for 

large companies, in the modern world full of digital solutions, 

the organization and monitoring of data transmission networks 

is a factor in the success of any business. Considering that a 

huge amount of heterogeneous data is generated every minute 

in the network, the operational management of the LAN 

network infrastructure becomes a nontrivial task. Since the 

network infrastructure consists of a wide range of devices 

(switches, servers, routers, computers, etc.), and each of these 

devices utilizes a high number of application software, which 

is a source of immense amount of information, the forecast 

based on processing and analysis of this data would be best 

made by an algorithm of machine learning.  The availability of 

a sufficiently accurate prediction of failures will be able to 

provide high reliability, safety and economic efficiency of the 

operation of equipment of segments of local area networks 

(hereinafter referred to as LAN).  

 

SETTING OBJECTIVES 

The main way to increase operational reliability is to predict 

malfunctions of devices. The forecast of device errors allows 

the identification of malfunctioning devices for their 

subsequent repair or decommissioning. As a result, the 

possibility of occurrence of malfunctions and equipment 

failures is minimized.  

The operation of any equipment of the LAN segment involves 

the impact on it of a large number of different factors that 

causes changes in the technical condition, which eventually 

leads to failure. An essential feature of these factors is their 

random (stochastic) nature. The factors that have the most 

significant effect on the rate of change in the technical 

condition of the equipment include: ambient temperature, the 

presence of ventilation, the equipment manufacturer 

recommended air humidity and the degree of contamination of 

the circulating air inside the room where the equipment is 

located as well as temperature of the central processor unit and 

the availability of uninterrupted power supply. In addition to 

them, it is necessary to highlight such factors as: brand of 

equipment, traffic passing through the electric switchboard, 

schedule of equipment failures in the past, etc. The random 

nature of the considered factors leads to an unpredictable 

change in the technical condition of devices, their components, 

mechanisms, and therefore, its exploitation time until it fails. 

[1]   

 

RESEARCH METHODS  

To solve the problem of predicting the time of failures, various 

researchers proposed several models that differ in the set of 

input data, methods of its analysis and the form of presentation 

of the results:  

- a method for predicting the time of equipment failure 

using the laws of the distribution of its resources 

obtained from repair statistics;  

- a method for predicting failures based on statistical data 

on equipment (temperature, CPU load, equipment power 

failure)  

The Holt-Winters’ prediction algorithm was also considered.  

The Holt-winters method is an improvement of the exponential 
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smoothing method of the time series. Exponential smoothing 

provides a clear view of the trend and allows you to make short-

term forecasts.  

The difference from exponential smoothing is the ability of the 

method to detect trends related to short periods at times 

immediately preceding the forecast ones, and to extrapolate 

these trends to the future. Although the method uses linear 

extrapolation, it is sufficient for most indicators of the current 

state of the local network.  

The Holt-winters method is based on the fact that the time 

series under study can be represented as three components: the 

base component, the trend line, and the seasonal effect. The 

algorithm assumes that each of these components changes over 

time. Exponential smoothing is applied to the changing values 

of each component.  

As in the exponential smoothing method, the forecast for the 

next period is calculated by applying coefficients α , β , and γ 

to the current forecast value . These coefficients are determined 

by the model parameters and can take values ranging from 0 to 

1. At higher coefficient values, the past component values are 

taken into account more than the current ones, and at lower 

coefficients, the current component values have the greatest 

impact on the forecast.  

The forecast is the sum of all three components:  

      
 (1)

 
where at is the base component; bt is the trend line; ct is the 

seasonal effect; m is the period of the season (cycle)  

The new estimate of the base component is its current value, 

adjusted for the value of the seasonal coefficient. Since the new 

value of the base component depends on changes in the trend 

line, the trend forecast is added to the baseline coefficient:  

     
(2)

 
The new trend estimate is the difference between the new and 

old value of the base component:  

                            
(3)

 
The new estimate for a seasonal component is the difference 

between its current value and the corresponding base 

component:  

                               
(4)

  
Formulas (2)–(4) are only used to get the current component 

values for a single time interval, since these stored values are 

recalculated in each iteration. At the first point in the series, the 

values of the base component and trend are not calculated, since 

there are no previous experimental values for calculating them. 

At the second point in the series, the smoothed value of the base 

component is assumed to be equal to its observed value, and the 

micro trend for this period is considered linear and calculated 

as the difference between the current and past response values.  

Starting with the third point, it uses the formula (2) to(4): 

calculated on a smoothed value of the underlying components 

of the smoothed value and micro trend for last point of range 

and response for the current point, and then calculated new 

micro trend at its previous value and difference between the 

past and the only that an estimated smoothed value. Then the 

described procedure is repeated for all subsequent points in the 

time series.  

Since the described method uses short-term forecasting, each 

time a value changes, a forecast of its next value is made, based 

on the history of previous measurements and the last value. You 

can use coefficients to vary the number of previous values of 

the measured value used for the forecast. Thus, it is possible to 

achieve the necessary level of detection of aberrations [6].  

Each of these methods involves the use of its own forecasting 

procedure, which is determined by the type and nature of the 

source information. Each of these methods is performed in two 

stages. The first stage determines forecasting parameters and 

the second stage carries out the procedure for determining the 

operating time of the equipment until it fails. Thus, the 

forecasting accuracy of each of these methods directly depends 

on the choice of parameters.  

Modern equipment is provided with the necessary number of 

sensors and control devices to track a large number of 

parameters of its operation. While forecasting errors, it is 

necessary to choose the most informative of them. To solve this 

problem, machine learning (ML) methods can be used [4].  

Prediction of equipment failures based on ML methods has 

recently become an increasingly relevant task to be solved in 

such areas as transport systems, industry, biotechnology, and 

the field of IT services since the methods used are more 

effective than methods based on obscure logic, statistical 

methods etc. As an example, we can give suggestions in the 

field of predictive maintenance of equipment of such well-

known companies as SAS, IBM [2], SAP [3], etc. However, the 

proposed approaches to constructing the forecast models are 

focused on learning on precedents, which in some cases cannot 

be applied in practice. For example, in situations where 

breakdowns are rare enough or there are not enough statistics. 

Therefore, the use of ML methods to improve the quality of 

forecasts of equipment failure in order to reduce the accident 

rate and costs is relevant.  

The ML procedure requires a sufficient amount of data 

corresponding to the described mode of operation, since the 

collection of data corresponding to one or another failure 

requires observation for a long period of operation, and this 

data can be critically small, e.g. for new equipment. Therefore, 

training is carried out on data that correspond to the normal 

mode of functioning of the object of study (i.e. at a time when 

there were no breakdowns or other anomalies). Thus, the model 

learns to predict what the signal should be in normal operation. 

In the event that at a certain point in time the actual signal value 

differs from the predicted “normal” signal value, anomalous 

behavior is recorded and signals a possible breakdown.  

 

RESEARCH RESULTS 

Let’s consider the key stages of building a forecasting model 

with this approach. What is proposed is the following model, 

consisting of the stages of collecting parameters, training the 

model and forecasting. The first stage determines, initially, a 

list of all parameters that are collected from the environment of 

the equipment. These parameters include: ambient temperature, 

the presence of ventilation, the degree of contamination of the 

circulating air and the humidity recommended by the 

equipment manufacturer in the room where the equipment is 

located. Next, we collect data directly from the equipment 
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itself: the temperature of the central processor unit, the power 

supply of the equipment, the amount of data passing through 

the equipment. The positive effect of the redundancy of the 

collected parameters is that the forecasting model can take into 

account factors that may seem insignificant from the point of 

view of the impact on the failure. Moreover, it is important that 

the training sample consists only of data in which there are no 

failures and anomalies.   

Let us consider the setup and operation of the algorithm as an 

example of forecasting network equipment failures, when the 

response time, temperature indicators of and traffic flowing 

through the equipment are used as input parameters. Data from 

the sensors was collected in a database during its operation for 

two days (Fig. 1).  

 

 

 

Figure 1. The graph of readings from the network equipment sensors 
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At the second stage, the forecasting model is trained. Random 

Forest was chosen as the ML. This algorithm is based on the 

construction of a large number of decision trees, each of which 

is built according to the set obtained from the initial training 

sample with return. [5] At the training stage, several models are 

built (in our case 3). Each model predicts the value of one of 

the parameters at the next point in time based on the previous 

values of all parameters. The input parameters for all models 

are the same. It is the value of all three signals for the previous 

48 hours in increments of 1 hour (144 total values). The first 

model predicts the temperature of the processor of the network 

equipment, the second model predicts the index of equipment 

traffic, the third model predicts the index of the response time 

of network equipment at the next period of time (Fig. 2).  

 

 

Figure 2. The structure of the forecasting model 

“t” is the temperature of the processor of network equipment; “I” is the index of network equipment traffic;  

“R” is the response index of network equipment 

 

It should be noted that each of the models represents 100 binary 

decision trees. An example of a binary tree for determining the 

processor temperature of network equipment and the ambient 

temperature are presented in Figure 3.  

In the third stage, after all the models are built, we must 

determine the algorithm according to which the system will 

determine the occurrence of an anomaly by three signals. For 

this, each of the three models is launched to predict further 

normal operation of the equipment. The latest values of sensors 

for the last 48 hours of operation are used as the starting data 

for forecasting. After receiving the next predicted signal value 

for the model, the input parameters at the first hour of 

equipment operation are discarded, and the predicted 

parameters for 49 hours are added to the input. Thus, each 

model is run to predict the values of the parameters during the 

next 2 days of operation (288 values for each of the three 

parameters) and to calculate the deviations of these predicted 

signals with the actual ones for the same period. As a result, we 

obtain data on deviations between the predicted and the actual 

signals at each moment in time. It is necessary to set a threshold 

for the maximum possible deviation of the forecast signal from 

the actual one to determine the possibility of equipment 

breakdown during this period of time. Moreover, the threshold 

must be set so as to prevent false alarms and minimize the 

omission of real breakdowns. If there is data on breakdowns, 

the threshold is set on the basis of these data, while also 

selecting the time interval during which the threshold is 

exceeded.  
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Figure 3. Decision trees for determining the temperature of the network equipment CPU (t) and the ambient temperature (T), 

where Z is the indicator of air pollution by dust, U is the sensors indicator of air humidity 
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CONCLUSION 

Thus, in order to prevent network equipment failures, the article 

proposes a new approach to prediction of malfunction based on 

machine learning algorithms. This approach allows us to 

maximize the use of available information about the operation 

of equipment collected from its sensors and sensors around it 

while it functions normally. The model includes several sub-

models predicting equipment failure, each of which uses the 

actual and the predicted indicators of the sensors. To forecast 

the signal, the Random Forest algorithm is used. For training, 

the only data used is the one during normal operation of the 

unit, in contrast to similar approaches in which training requires 

data before and during equipment malfunctions. The task of the 

machine learning algorithm is to predict the normal signal for 

each sensor using the signal values for the previous time 

interval. With the approach of predicting equipment failures in 

the context of a small number of breakdowns, as it is proposed 

in the paper, data on failures are used only when setting up the 

model to minimize false alerts about equipment errors and 

minimize omission of real breakdowns.  
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