
International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 14, Number 6 (2021), pp. 516-522 

© International Research Publication House.  http://www.irphouse.com 

516 

Behavior of Three Convolutional Architectures Against Automatic 

Categorization of the Watermelon Fruit 
 
 

 

Heidy M. Rodriguez C.1, Carolina Mendivelso N.2 and Fredy H. Martínez S.3* 
 

1Facultad Tecnológica, Universidad Distrital Francisco José de Caldas, Colombia. 

 
2Facultad Tecnológica, Universidad Distrital Francisco José de Caldas, Colombia. 

 
3Associate Professor, Facultad Tecnológica, Universidad Distrital Francisco José de Caldas, Colombia. 

ORCID: 0000-0002-7258-3909 

*Corresponding Author 
 

 
 

Abstract 

The Colombian agricultural sector requires the development of 

technological tools to increase its production and quality levels. 

In this sense, this research proposes the development of an 

automatic watermelon fruit classification model for the 

development of autonomous fruit classification systems. The 

objective is to determine the best convolutional architecture in 

terms of performance for the particular problem. Training is 

performed on three models identified as high performing in this 

type of problem: ResNet (Residual Neural Network), DenseNet 

(Dense Convolutional Network), and NasNet (Neural 

Architecture Search Network). These three architectures are 

trained equivalently with a proprietary dataset. The results of 

the three models were evaluated with different metrics both 

during the training process and during the validation with 

unknown images to the models. Preliminary results allow 

choosing the DenseNet topology as the suitable one for the 

design of an autonomous system.  

 

I. INTRODUCTION  

Currently, the implementation of neural networks is of great 

impact since it has been applied in numerous processes, among 

the most outstanding ones we find image selection [1], which 

has been useful to optimize the processes carried out by man to 

automation systems performed by specialized teams in a 

required function [2, 3]. Similarly, neural networks have 

become involved in the field of food products. Taking into 

account the physical characteristics in the selection of fruits, it 

is possible to select and establish the most optimal state of the 

fruit that generates the greatest viability of consumption and 

profit [4, 5]. 

Artificial neural networks have been a very useful tool in the 

area of agriculture since they allow the identification of images 

of fruits such as watermelons, where an automatic system 

processes the information of images corresponding to healthy 

fruits, or in poor condition, optimizing the selection process, 

offering higher quality in this process through the strategic use 

of technology [6]. The use of these tools is of great importance 

when performing food inspection tasks, but to effectively 

perform this process it is important to train the neural model 

correctly [7, 8]. 

Convolutional neural networks have achieved high 

performance in the industry of categorization of specific 

elements in images with a very low level of external 

structuring, achieving the development of highly efficient and 

very low-cost embedded and autonomous systems [9, 10, 11]. 

This structure is the one we propose to evaluate to optimize the 

process of identifying images of agricultural products, 

intending to increase production and profitability, particularly 

of watermelon, since the agricultural sector is an important part 

of the management of economic processes with the greatest 

impact on the country [12]. 

The agricultural production of watermelon in Colombia has 

interesting characteristics that make it stand out internationally. 

The country has a great variety of thermal floors that facilitate 

its cultivation. Therefore, and as it has been historically shaped, 

this fruit is an essential part of the export and economic growth 

of the sector [13]. The origin of the watermelon, acendria, 

sindria, patilla, or watermelon is Africa, from where it was 

imported to Colombia in 1449 [14]. The harvesting 

characteristics that the country preserves allowed adequate 

conditions for the cultivation of this product. For its production, 

a warm and temperate climate is required, with temperatures 

ranging from 20 to 25 degrees Celsius [15]. According to these 

characteristics, Colombia has become one of the largest 

watermelon producers in recent years [16, 17]. Production in 

2010 in Colombia reached 100 million tons, representing 11.3 

percent of world production, with an annual growth rate of 5.1 



International Journal of Engineering Research and Technology. ISSN 0974-3154, Volume 14, Number 6 (2021), pp. 516-522 

© International Research Publication House.  http://www.irphouse.com 

517 

percent. By 2016, the selling price of each ton is between 160 

and 220 dollars [18]. 

Based on the benefits obtained from watermelon production, 

which represent an important part of the country’s economy, it 

is important to consider the different diseases such as fungi, 

bacteria, and viruses which can be generated by snails, slugs, 

nematodes, and soil worms. These diseases focus mainly on the 

youngest watermelons, stopping the growth of the plants, and 

causing black spots on the watermelon rind. In addition, holes 

are produced by worms, and a brown and grayish aspect is 

generated in its decomposition, triggered in the production of 

these foods, compromising the quality of production. This 

results in economic losses that affect the national economy [13, 

19, 20]. For this reason, the careful selection of watermelon is 

an important part of the production chain to guarantee the 

quality of the product. By making the selection through 

autonomous artificial systems between fruit that is in good 

condition for consumption and fruit that is diseased or in the 

process of decomposition, customer protection is guaranteed by 

offering an export quality product with added value [8, 21]. 

To perform the procedure of recognizing the state of the fruit, 

whether it is ripe, green, or in a state of decomposition, image 

processing must be performed and using fine-tuning the neural 

models to identify the state in which the fruit is found [22, 23, 

24]. This identification was normally done manually, that is, to 

select the state of the fruit, an operator is located to identify the 

characteristics of the fruit such as color and size, obtaining 

information to determine if the fruit is suitable for export [25, 

26]. This procedure is intended to be complemented with an 

artificial system that in the future will eliminate manual 

inspection, to carry out an automation process that can reduce 

costs and guarantee quality in the agricultural industry [27, 28]. 

 

II. PROBLEM FORMULATION 

Watermelon is a fruit of high international export. In Colombia, 

it is cultivated in several departments such as Huila, Tolima, 

Meta, Boyacá among others. In addition, it is very healthy since 

its content is 96 percent water, and contains several vitamins. 

Considering that watermelon is highly marketed, it is necessary 

to identify strategies to automate some activities that farmers 

have, and thus optimize the process of fruit selection, such as 

determining the appropriate time for harvesting the fruit, and 

the quality of the harvest. This process is useful in chain stores, 

where the efficient distribution of fruits can significantly 

improve the quality of service offered in these stores. And 

looking at it from another point of view, this sorting procedure 

can be of great help to people with special needs such as those 

who lack their visual sense, assisting them in choosing fruit in 

good condition. 

This fruit classification will be done by training a convolutional 

neural network that processes its layers simulating the visual 

cortex of the human eye. An own dataset adjusted to the needs 

of the system to be developed (specific conditions of the 

classification) must be used. We have a dataset of 300 images 

divided into three categories: Category 0 with 100 pictures of 

green fruits, Category 1 with 100 pictures of ripe fruits, and 

Category 2 with 100 pictures of rotten fruits (Fig. 1). This 

distribution is on purpose to avoid bias during training. To 

select the appropriate architecture for fruit categorization, three 

types of convolutional networks identified as high performing 

in this type of problem are trained. The selected models 

implement ResNet, DenseNet, and NasNet networks. 

Performance evaluation will be performed under similar 

conditions with the same metrics and both during training and 

validation with unknown data for each model. 

 

Fig. 1. Sample of the dataset. (a) Category 0 with 100 pictures of green fruits, (b) Category 1 with 100 pictures of ripe fruits, and 

(c) Category 2 with 100 pictures of rotten fruits
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III. METHODOLOGY 

For the ResNet (Residual Networks) model we use ResNet50, 

a reduced convolutional model of the architecture with 50 

layers deep, which was trained from scratch (no pre-trained 

weights). This network is based on forwarding layer hopping 

(which can be double or even triple) which has been shown to 

reduce the problem of vanishing gradient and allows forward 

layers to learn with the same performance as the previous ones. 

The idea of skipping layers is to omit the problem that arises 

from vanishing gradients, and thus be able to use the activity 

generated by previous layers by reusing information from a 

previous layer. This procedure works best when skipping a 

single layer that is not linear, or it is also very functional when 

the intermediate layers are mostly linear. 

Dense convolutional neural networks (DenseNet) are a 

variation, or rather an improvement of residual neural 

networks. They correspond to a densely connected 

convolutional network architecture or dense networks since it 

is necessary to improve the learning of the neural network by 

increasing the number of layers of the network. In these 

networks, each of the layers of the neural network has as input 

the characterization maps of the previously analyzed layers, 

and in turn, the layers that have already been characterized are 

used as inputs in all the following layers. In these dense blocks, 

each layer takes all previous feature maps as input, which helps 

the training process by relieving the leakage gradient problem. 

This leakage gradient problem appears in really deep networks 

whereby backpropagating the error in the network, this error is 

reduced at each step and eventually becomes 0. These 

connections allow the error to propagate further without 

reducing too much. Our model used the DenseNet121 

architecture with 121 layers deep and trained from scratch. 

The Neural Architecture Search Network (NasNet) seeks to 

identify blocks with high performance on specific datasets. 

This architecture adapts the architecture of other neural 

networks (such as those mentioned above) to build small blocks 

with small datasets, and then to transfer this block to a larger 

dataset. We use the NasNetMobile architecture that has been 

optimized for the ImageNet database, but as in the previous 

cases, it was trained from scratch. 

In all three cases, the same data set was used, separated in the 

same percentages between training (70%) and validation 

(20%), but with different images in each case since they were 

always randomly mixed. The Categorical Cross Entropy 

function was always used as loss and the Stochastic Gradient 

Descent (SGD) as optimizer. During training, Accuracy and 

Mean Squared Error metrics were calculated at each epoch for 

both training and validation data. Precision, Recall, and F1-

Score metrics were also calculated with the validation data for 

each of the three final models. This information together with 

the confusion matrices and the ROC (Receiver Operating 

Characteristic) curves served as a reference for the performance 

evaluation of the models. 

 

IV. RESULTS AND DISCUSSION 

The training of the ResNet model was performed for 30 epochs, 

it was terminated when it was observed that the model had 

learned the training data, and little by little its performance with 

the validation data was poorer (Fig. 2). At epoch 17 the 

Accuracy of the model for the training data was 97%, and for 

the validation data 61%, however, this was its best performance 

point. Thereafter the Accuracy for new data during validation 

dropped steadily to less than 20%. The neural network was 

overfitted, and even at its best point, its performance for 

unknown data was quite poor. 

 

Fig. 2. Model behavior based on training and validation data 

(Accuracy - ResNet) 

Similar behavior is observed in Fig. 3. This figure shows the 

behavior of the losses during the same 30 epochs, also for 

training and validation data. Again, it is observed that the error 

drops to zero for the training data at the same instant that 

Accuracy increases, but for the validation data the value 

stagnates and tends to grow. 

 

Fig. 3. Model behavior based on training and validation data 

(Loss - ResNet) 

The confusion matrix (Fig. 4) and the Precision, Recall, and F1-

Score metrics (Fig. 5) for this model were calculated for the 

validation data (images unknown to the model). The results 

confirm what was observed during training; the model 

miscategorizes images into the second category, resulting in an 

average Precision of less than 20%, an average Recall of 35%, 

and an average F1-Score of 24%, with values of zero in all three 

cases for the second category (Category 1). 
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Fig. 4. Confusion matrix (ResNet) 

 

Fig. 5. Model metrics (ResNet) 

The DenseNet model performs better overall concerning the 

validation data. Fig. 6 shows the Accuracy behavior during 

training for both training and validation data. The training of 

this model was performed for 55 epochs, at which point the 

overall performance was considered to have reached its optimal 

behavior. Throughout the training, the Accuracy of the training 

data increased, but in the last 15 epochs, this growth stalled at 

55%. The data corresponding to validation grew during the first 

30 epochs and then stalled at around 40%. Although this final 

value is low, it exceeds that achieved by the ResNet model. 

 

Fig. 6. Model behavior based on training and validation data 

(Accuracy - DenseNet) 

The error at each epoch for training and validation data is 

shown by the loss function in Fig. 7. During the first few 

epochs, the losses drop below 10%, remaining small for the rest 

of the training. This suggests that it is difficult to improve the 

performance of this model. 

 

Fig. 7. Model behavior based on training and validation data 

(Loss - DenseNet) 

Although the DenseNet model showed better performance for 

the validation data than the ResNet model, the confusion matrix 

(Fig. 8) and the metrics applied to the model with this unknown 

data (Fig. 9) show poor behavior in terms of classifying images 

within the correct classification (as measured by the Recall 

parameter), with only a small performance improvement. The 

confusion matrix shows the same classification problems, with 

most of the images being misclassified in the second category 

(Category 1), and missing most of the images in the first 

category (Category 0). The metrics report some improvement 

over the ResNet model, the average accuracy rises to 76% (a 

large increase over the previous model which only achieved 

19%), but this is achieved by placing most of the images in 

Category 0, even though there are images that do not fall into 

this category. This is observed by having an accuracy of 100% 

for Category 0, but only 65% for the other two categories. In 

addition, the average Recall was 59%, a metric that weights 

only the correct classifications (the Recall for Category 0 was 

only 14%), and the average F1-Score was 56% (weighting of 

Precision and Recall). 

 

Fig. 8. Confusion matrix (DenseNet) 
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Fig. 9. Model metrics (DenseNet) 

Finally, the NasNet model was trained for 50 epochs under the 

same parameters and optimizers used in the previous two 

models. Fig. 10 shows the behavior of the accuracy during this 

training, both for training and validation data. Similar to the 

previous two models, the error for the training data reduces 

very quickly (after 10 epochs), and remains small for the rest 

of the training. During most of the training, the accuracy for the 

validation data remained at 38%, but after epoch 40 this value 

reached 48%. The training was stopped to avoid overfitting. 

 

Fig. 10. Model behavior based on training and validation data 

(Accuracy - NasNet) 

Fig. 10 shows similar behavior for the loss function. The value 

drops steadily over the 50 epochs for the validation data (a fact 

that was not very evident in Fig. 10) but remains constant and 

low for the training data after epoch 20. 

 

Fig. 11. Model behavior based on training and validation data 

(Loss - NasNet) 

The confusion matrix (Fig. 12) again shows model-specific 

problems regarding the correct categorization of the validation 

images. Most of the images are placed in Category 1, which 

makes many match this category, and the accuracy of the model 

increases, but categories 0 and 1 reduce considerably their 

number of correctly classified images. This is observed again 

in Fig. 13, the accuracy for Category 2 reached 83%, but the 

average only achieves 53% due to the low performance of 

Category 0. The Recall value in Category 1 reached 94%, 

indicating that the images placed there effectively belong to the 

category, but in the other two categories, only 15% was 

achieved, for an average Recall of only 41%. The same 

behavior was observed in the F1-Score value, which only 

achieved an average value of 34%. 

 

Fig. 12. Confusion matrix (NasNet) 

 

 

Fig. 13. Model metrics (NasNet) 

When comparing the performance of these three models against 

our dataset, the DenseNet architecture not only achieved the 

highest values in the metrics, but it is the only model that 

according to the trends in the training process can improve its 

performance by fine-tuning the model. With an increase in the 

size and variability of the dataset, as well as adjustments in the 

optimization and loss functions and the use of pre-trained 

parameters, it is possible to increase the performance of this 

model, and take it to the development of an autonomous 

embedded system for automatic fruit sorting. 
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V. CONCLUSION 

This paper studies the behavior of three convolutional 

architectures for the automatic categorization of the 

watermelon fruit. The three selected models correspond to 

topologies previously identified by the research group as high 

performing in similar tasks. The topologies used were: ResNet 

(Residual Neural Network), DenseNet (Dense Convolutional 

Network), and NasNet (Neural Architecture Search Network). 

These three models were trained with the same dataset, which 

consists of 300 images separated into three categories 

according to the state of the fruit. For training, this dataset was 

randomly separated into a training group (70%) and a 

validation group (the remaining 30%). Although the number of 

epochs was adjusted to the behavior of each model, the three 

models were trained with similar conditions, i.e., they all used 

the same loss function (Categorical Cross Entropy function) 

and the same optimizer (Stochastic Gradient Descent), the 

training was performed from scratch without the use of pre-

trained parameters, and the algorithms were not manipulated to 

increase their performance with the validation data. To assess 

the performance of the models, different metrics were 

calculated both during and after training. During training, 

accuracy and loss were calculated at each epoch for both 

validation and training data. The trend of these two functions is 

fundamental to estimate the learning and generalization 

capability of each model. After training, the Precision, Recall, 

and F1-Score metrics were used to evaluate the performance of 

each model against new data (images from the validation 

group). The confusion matrix of each model with these new 

images was also calculated. After analyzing the results, it was 

observed that the best performing model was the DenseNet 

architecture, which not only showed the best numbers both 

individually per category and on average, but according to the 

curves it even has learning and generalization capabilities. This 

research continues with a fine-tuning of this model which 

includes both tunings of the dataset and the convolutional 

model itself. 
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