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Abstract  

The services supported by video streaming technology are the 

largest consumers of bandwidth in today's data networks, 

whether being wired or wireless. Among these services there is 

the interactivity feature which must be considered when it 

comes to getting to know the traffic flow behaviour of the video 

on demand, the quality of service, and the quality of the 

experience where pausing, forwarding, and rewinding 

correspond to the interactivity functions in these types of 

services and whose effect is stopping or generating data bursts. 

Thus, in this paper the authors present as a contribution the 

construction of a video streaming client-server scenario that 

allows to model the interactivity of these services. For this task, 

the Opnet Modeler tool is used using the module that represents 

layer seven of the OSI (Open Systems Interconnection) tower, 

where the construction is carried out through a Finite State 

Machine (FSM). Finally, the proposed scenario is validated, 

and the statistics generated by the interactivity processes are 

analysed. Thus, the scenario proposed in this paper can serve 

as a reference for the characterization and customization of 

video streaming services in different application contexts.  

Keywords: FSM, Interactivity, Opnet Modeler, Video 

streaming.  

 

I. INTRODUCTION  

The services supported by video streaming technology are the 

largest consumers of bandwidth in current data networks, 

whether being wired or wireless [1-3]. This way, the 

management of this type of services is essential in such a way 

as to allow the elephant and mice flow [4] [5]. Different 

approaches have been built such as testbed and simulation 

models [6], [7]. These approaches aim to determine the 

behaviour of the elephant flow associated with video streaming 

services as in the case of the video on demand provided by OTT 

(over the top) companies [8]. However, these proposals have 

focused on determining quality of service (QoS) parameters, 

and they even try to estimate the quality of experience (QoE) 

[9-11]. 

On the other hand, a relevant characteristic which is considered 

in modern networks is low latency that, among other 

potentialities, allows interactivity even in video on demand 

services [12], [13]. Therefore, interactivity is a characteristic to 

consider when it comes to knowing the behaviour of the traffic 

flow of video on demand, determining QoS parameters, or 

estimating QoE where pause, forward, and rewind correspond 

to the interactivity functions in these types of services [14] and 

whose effect is stopping or generating data bursts. 

Considering the aforementioned, the contribution of this paper 

is proposing a client-server scenario for the simulation of 

interactive video streaming services. For doing this, the 

characterization of the traffic components of the video 

streaming service is used; that is, the representation by means 

of probability density functions (PDF) of the group of pictures 

(GOP) and the audio presented in [15] and [16]. The PDF of 

the GOP and the audio are programmed in the server using the 

Opnet (Optimized Network Engineering Tool) Modeler [17]. It 

starts with the construction of a module that represents layer 7 

of the OSI tower (Open Systems Interconnection) called 

application, which by means of an FSM the behaviour of the 

server is represented, creating a state for each video that can be 

transmitted, and that is characterized by a PDF. In the same way, 

the client is characterized, but in this case with a greater 

diversity of states in the FSM since it is the client who generates 

pausing, rewinding, or forwarding; that is to say, it is the active 

component which requests interactivity. Thus, the simulation 

scenario presented here can be used in any type of network 

infrastructure, regardless of being a wireless mobile network or 

a wired network in order to carry out different types of studies 

that involve video services and their interactivity functions. 

The rest of the paper is organized as follows: Section II presents 

the materials and methods corresponding to the construction of 

the server and the client. Section III presents the results and 

discussion, first the validation process and then the interactivity 

functions and their effects on the video. Finally, section IV 

presents the conclusions. 

 

II. MATERIALS AND METHODS 

This section describes the logical process of each of the states 

that make up both the client and the server where interactivity 

is achieved. 

 

II.I The server node 

The model in charge of representing the interactive behaviour 

of the video streaming services was developed by means of an 

FSM which was built through the Proto-C programming 
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language, supported by the Opnet Modeler tool. Fig. 1 shows 

the process associated with the server node made up of an FSM 

consisting of 15 states, 13 forced, 2 unforced, and their 

respective transitions. The forced states of green colour are 

characterized because when the process enters them, it executes 

the input Proto-C code, which is built in the upper half of the 

circle and immediately executes the exit code, which is built in 

the lower half of the circle to enter the next corresponding state. 

Unlike these, when the process enters a non-forced state which 

is identified with a red colour, the state input code is executed 

and waits for a previously determined interruption to occur in 

order to execute the exit code and enter the corresponding state, 

see Fig. 1. 

 

Fig. 1. Server model at the process level, application module. 

 

Similarly in Fig. 1, the application module for the server can be 

seen at the process level, which has six different types of states 

whose assigned names are: init, open, LISTEN, RX, TX, and 

TX_vhq. Each of these states is described below. 

 

II.I.I Init state of the server node 

It is the initial state of the process in which the variables 

necessary for the operation of the model are initialized. Init 

initializes the variables responsible for containing the PDFs 

with the parameters that characterize the components that 

determine the behavior of the interactive video streaming 

services. These variables correspond to the time between 

frames of each component of the GOP and the audio. This state 

also contains the variables, pause duration, and forward and 

rewind time. Finally, a countdown-type interruption is 

encountered in this state that causes the process to exit the init 

state after a certain amount of time; in this case, a 200-second 

wait to ensure that all component modules of the node start 

correctly 

 

II.I.II Open state of the server node 

This state is in charge of opening the session where the 

application module can communicate with the module of the 

OSI tower lower layers. In order to communicate the server 

with the client in such a way that the information flows through 

the different layers of the node taken from the OPNET Modeler 

libraries, it is necessary to open a passive connection; which is, 

waiting for the client to request the server the use of a video. 

This session also serves to pass important connection data from 

the application module to the lower layer modules such as the 

transport protocol to be used and the service name. This state 

determines the node identification which is the name that has 

been assigned to the serving node at the network level. 

 

II.I.III LISTEN state of the server 

This state allows you to listen to the channel to determine when 

the client makes a request. The state has no input or output 

source codes. However, it allows the process to move to the 

different states for video transmission and to the receiving 

information state. As it can be seen in Fig. 1, the LISTEN state 

is an unforced state, and it is connected to several states through 

different interruptions. In addition, it has an interruption that 

takes it to itself, called "default", which is used for preventing 

infinite loops. 

In Fig. 1, there are two types of interruptions that cause the 

process to exit the LISTEN state which are TIMEOUT and 

STRM. The former is an automatic or countdown type 

interruption, which means external interruptions such as traffic 

flows are not required but only the summoning of the 

interruption from the same or any other state. This function has 

as a parameter the time in which the interruption will occur. 

The interruption times have been defined in the forced states 

connected to the LISTEN state, including the RX state. Then, 

when the process enters any of these states, an interruption time 

is defined that will make the process return to the same state or 

to a different one depending on the task being carried out. 

On the other hand, the STRM interruption that connects the 

LISTEN state with the RX state has been defined as a stream 

type interruption. To activate this interruption, it is necessary 

that the application module receives a packet from the lower 

module; in other words, from the lower layer of the OSI tower. 

To make it happen, a packet must be sent from the client to the 

server. 

 

II.I.IV RX state of the server node 

The RX state is activated only when the server receives a packet 

from the client. Its function is to provide control for the 

transmission of the different videos to the client depending on 

what he requests. When the server starts, its process reaches the 

LISTEN state and waits until any of the interruptions that take 

it to another state are activated. If the client does not make 

requests, the server process remains in the LISTEN state 

because the interruptions for the transmission of the videos are 

activated in the RX state. When the client transmits a packet 

requesting a video, the RX state analyzes it and determines the 

video that the client is requesting. Then, the RX state schedules 

an interruption that will take the process from the LISTEN state 

to the TX state corresponding to the video that the client has 

requested. Since the RX state is a forced state (see Fig. 1), once 

its input code has been executed, it immediately returns to the 

LISTEN state. The other task that this state performs is 

activating the interactivity functions in the video playback: 

pause, forward, and rewind. 
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II.I.V TX state of the server node 

In the process developed for the server, there are 11 states 

called TX, which correspond to 11 videos that have been 

characterized by different PDFs in [15] and [16]. These states 

perform the tasks of transmitting the videos and controlling the 

interactivity functions. For this purpose, the state allows to 

transmit each type of video frame which are the PDF of the 

GOP components and the audio in the exact order with the time 

use between frames. In addition, there are flags that indicate 

whether to pause, forward, or rewind. The mean of each PDF 

was used for each time component between frames because the 

times between frames are not constant but are determined 

precisely by the PDFs. For the control of forwarding and 

rewinding during playback, it must be ensured that their length 

does not exceed the remaining reproduction time or that the 

video has finished. 

For controlling playback pauses, it is first determined whether 

the client has sent this type of request. If so, the pause length is 

determined. After the pause time has elapsed, an interruption is 

programmed that will cause the process to restart the 

transmission. Also, if a pause occurs, the process will not read 

the frame transmission code but will immediately exit the state 

to wait for the pause time to expire. 

 

II.II. The client node 

This node is responsible for making video requests to the server, 

as well as obtaining important statistics to determine the traffic 

behavior in the model. In the client node, the model must also 

be modified in the application layer. 

In Fig. 2, the client node is seen at the process level built by 

means of an FSM. The process shown in Fig. 2 is housed in the 

application module of the client node, and it is responsible for 

carrying out data collection and packet transmission tasks to 

perform video requests and interactivity functions. It is 

observed that the states that make up the process within the 

application module are: init, open, CLIENT, idle, pause, 

forward, RX, rewind, TX_RQ, Stat and END. The description 

for each one of them is next. 

 

 

Fig. 2. Client model at the process level. Application module 

 

II.II.I Init state of the client node 

After the system starts, the init state of the process will only run 

once. This node extracts the attributes of the Client node in 

which the information corresponding to the address of the client 

and the server is found. The address of the Client node is self-

assigned, while the address of the server it connects to is 

configured as server. This attribute has been created manually 

in order to facilitate its configuration for users of the proposed 

scenario who do not have knowledge about it, since it is also 

possible to configure this parameter directly in the code. As it 

was done for the init state on the Server node, the Client node 

has also scheduled 200 waiting seconds to ensure that all 

component modules of the node start correctly. 

 

II.II.II Open state of the client node 

This state is responsible for opening an active connection. This 

is because it is the client who will make the requests for videos 

and interactivity functions to the server. This node has the 

following parameters: node ID, remote address (server address), 

remote port (server port), transport protocol, service name, 

application ID, parameter configuration for RSVP protocol, 

and the type of service (ToS). The other parameters configured 

for the active session are identical to those configured for the 

passive session on the server. 

 

II.II.III Client state of the client node 

This state was created to be used as a starting point for the 

process each time a new session is started, being this defined as 

the interval in which a certain amount of videos are played, 

determined by the Zipf function described in [18]. The task that 

this state performs is controlling to delimit the sessions and 

analyze results such as number of reproductions per video, 

duration of the session, and time between sessions. 

 

II.II.IV Idle state of the client node 

This state is analogous to the LISTEN state of the server node 

and its function is to pause when the process is idle. Fig. 2 

shows that six states are derived directly from it, which are: 

pause, forward, RX, rewind, TX_RQ, and Stat. When the 

process enters this state, it pauses until an interruption occurs 

that takes it to another state. In addition, it has a default 

interruption to prevent the creation of infinite loops. 

 

II.II.V Pause state of the client node 

This state is used to control playback pauses, which means its 

task is to transmit a packet to the server which indicates that the 

pause in the video transmission is being requested. As Fig. 2 

shows, this state is entered through the activation of an 

interruption that is programmed within the TX_RQ state, which 

determines if the current video playback is going to pause; and 

then, it defines the position; in other words, the playback time 

when the pause starts for programming the interruption time. 

 

II.II.VI Forward state of the client node 

This state was developed to provide control to the forward 

option in video playback. Its task is to transmit a request to the 

server so that forwarding in the reproduction takes place. The 

way to reach this state is by activating the TIMEOUT4 

interruption (see Fig. 2). This interruption is activated in the 
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TX_RQ state when there is forwarding during playback. As in 

the pause state, the forward interruption is programmed in a 

time that depends on the user's behavior. 

 

II.II.VII RX state of the client node 

This state is responsible for performing two actions when the 

client receives a packet from the server. The first one consists 

of obtaining statistics about the video that is being played and 

sending messages to the simulator console with important data 

such as the video played and the number of frames of the video. 

In Fig. 2, it is observed that to enter this state, the MTS 

interruption needs to be activated. When a video is played by 

the client, each packet that is sent from the server, and that 

contains information about this video, triggers the interruption 

and causes the client node application process to go from the 

idle to the RX state. The second action consists of taking a 

record of the simulation time when information on the 

requested video begins to be received. This record is used to 

determine the length of the video played. 

 

II.II.VIII Rewind state of the client node 

This state is used to control playback rewinding requested by 

the client. As observed in Fig. 2, the TIMEOUT5 interruption 

must be activated to enter this state. As for the interruptions for 

the pause and forward states, this interruption is programmed 

in the TX_RQ state. 

 

II.II.IX TX_RQ state of the client node 

The TX_RQ state is responsible for performing several 

important tasks to represent the user behaviour, such as 

requests to the server for playback, pause, forward, and rewind. 

In this state, the algorithm is carried out to determine the video 

to be played, whether or not there are interactivity functions, as 

well as to determine the number of videos to be played in a 

session, which is considered to be 30 minutes long [18]. 

 

II.II.X Stat state of the client node 

This state was developed with the purpose of keeping statistics 

about the videos played on each session. It is a forced state, so 

the code is executed within it; and immediately, the process 

goes to the END state. 

 

II.II.XI END state 

The END state was included in order to serve as a pause to the 

process when a session has ended and a new one is about to 

start. As in Fig. 2, this is an unforced state since it requires the 

activation of the interruption. This interruption is activated 

thanks to the programming carried out in the RX state when all 

the videos in a session have finished playing. Furthermore, this 

state has a default interruption to prevent infinite loops. 

 

III. RESULTS AND DISCUSSION 

For the validation process of the proposed scenario, the Hurst 

exponent (H) was used, which allows to determine whether a 

series of data follows a self-similar behavior along a period [19]. 

Thus, the results are compared between the real flow and the 

simulated model. The method used was the Rescaled Range 

Analysis (R/S) [20]. Then, the Hurst exponent for video 6 is 

presented in Fig. 3, as this is the one that presents the most 

significant difference from the 11 characterized videos between 

simulated and real traffic. The Hurst exponent is the straight 

line obtained by graphing log (R/S) vs Log (s). 

 

 

Real traffic, video 6 

 

 

Simulated traffic, video 6 

Fig. 3. Hurst exponent 

 

Table 1 shows the numerical values for the exponent H for both 

the real traffic and the simulated traffic for the eleven 

programmed videos. Obtaining their difference and the average 

value of that difference between the eleven videos when 

analyzing the values, it is found that the difference between the 

real and simulated data for the exponent H is 3.5%. Therefore, 

it can be concluded that the simulated scenario is statistically 

similar to the real traffic by 96.5%. considering the self-

similarity parameter. 

The statistics of the interactivity processes are presented next, 

which are obtained in a basic scenario made up of a point-to-

point connection between a client and a server, in such a way 

that they allow to observe the events that have occurred as a 

result of the interactivity processes. 
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Table 1. Hurst exponent for programmed videos 

Videos 1 2 3 4 5 6 7 8 9 10 11 

Real 0.46 0.61 0.57 0.54 0.53 0.53 0.48 0.50 0.47 0.51 0.52 

Simulated 0.44 0.56 0.64 0.55 0.53 0.54 0.53 0.55 0.54 0.55 0.54 

 

III.I Pause duration  

Fig. 4 is composed of three statistics, the first one (upper part) 

is the "pause duration" statistics, the second one (center) 

belongs to the "request" statistics, and the third one (lower part) 

corresponds to the "video duration" statistics. This comparison 

is made in order to determine the influence of pauses on video 

playback duration. To do this, the playback of the video in 

which the pause is taking place is determined, and its duration 

is evaluated. Thus, when a pause occurs, the duration of the 

pause will be added to the video duration statistics. Therefore, 

it is possible to corroborate the information given in the “pause 

duration” statistics by comparing the original duration of the 

video with the duration of the paused video. 

 

Fig.4. Statistics comparison: pause and video duration, and 

requests 

Similarly, Fig. 4 shows a red box that frames one of the sessions 

produced during the simulation. It can be seen that this is the 

sixth session. This particular session is taken as an example 

because there is a pause of considerable duration with regard to 

the duration of the videos. 

Fig. 5 shows a close-up of session 6 (area framed within the red 

box in Fig. 4), where it is observed that the Request and Video 

length statistics is made up of the reproduction of five videos 

out of the eleven possible. As an example, the data set framed 

within the black box of Fig. 5 is taken. Since the "requests" 

statistic shows the videos that the client requires for their 

reproduction, and the "pause duration" statistics shows the 

pauses; it can be seen a pause in the playback of video 11. The 

yellow boxes show the highest point values for the bars framed 

within the black box. Observing these values, the pause lasts 

approximately 20 seconds and the total time for playback is 50 

seconds, as can be seen in the yellow box at the bottom of Fig. 

5 (Video duration section), This means that the length of the 

video without pauses is 30 seconds. This shows that the model 

is working correctly in the simulation of pauses.  

Another aspect that can be seen in Fig. 5, is that there is a 

difference of 26 seconds between the register of the “pause 

duration” and “video duration” statistics. The video duration 

statistics is recorded every time a video is finished playing, and 

this is done within the application module of the client node. 

On the other hand, the pause duration statistics is recorded 

within the application module of the server node, and it is done 

every time the client requests a pause. Taking this into account, 

it can be concluded that 26 seconds elapse between the moment 

when the pause occurs and when the video is finished playing. 

If this value is subtracted from the time that the pause lasts, 

which is 20 seconds, it can be deduced that the pause occurs 

when there are 6 seconds left to play; in other words, the pause 

occurs in second 24 of the video since it has a 30 second 

duration. 

 

Fig.5. Statistics zoom: pause and video duration, and requests 

 

III.II Forward length in video playback 

Fig. 6 presents the effect caused when forwarding appears in 

the playback duration of the videos selected by the client. Thus, 

the set of data to be analyzed has been framed in the red box. 

Since it is forwarding during playback, the time that is 

forwarded must be subtracted from the total duration of the 

video that is reproduced; this is because forwarding a video is 

skipping information that is not being transmitted. 

 

Fig.6. Statistics comparison: forward length, requests, and 

video duration 
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Analyzing the red box in Fig. 6 in the “request” section, it can 

be seen that video 2 is being played, which is 42 seconds long. 

On the other hand, it also has been forwarded approximately 

6.28 seconds. Therefore, if the forward time is subtracted from 

the duration of the video, the total time for the playback of this 

video should be approximately 36 seconds. In the yellow box 

of the “video duration” statistics of the videos in Fig. 6, the 

duration for video 2 was approximately 36.1 seconds. So, it is 

concluded that the forward simulation in the model is working 

correctly. 

 

III.III Rewind length  

Fig. 7 takes the "request" and "video duration" statistics to 

observe the effect of rewinding during playback. When there is 

a rewind in the reproduction of a video, there is information 

that is repeated, which means, the server transmits the same 

information twice. Therefore, on this occasion, finding the total 

playback time of a video in which a rewind has occurred, the 

time of the rewind length must be added to the total time of the 

video duration. 

 

Fig.7. Statistics comparison: rewind length, requests, and 

video duration 

The data for the analysis is found in the red box in Fig. 7. The 

yellow boxes show the values for the highest points of the 

framed lines for the “rewind length” and the “video duration”. 

As it can be seen, the request for video 2 is being made, which 

has a duration of 42 seconds. On the other hand, the rewind 

length produced is approximately 18 seconds. If this time is 

added to the total duration of video 2, the time that the client 

must use to play the video is approximately 60 seconds as Fig. 

7 shows. So, it is concluded that the rewind simulation in the 

model is working correctly. 

 

IV. CONCLUSIONS 

This paper has defined a scenario that allows to represent the 

behavior of the traffic between a client and a server. The 

simulated scenario responds to an event-oriented model, which 

considers conditions that must be satisfied for each type of 

event to be activated; and consequently, their respective actions. 

For doing this, the FSMs were used being the programming of 

the scenario the one in charge of controlling actions such as 

forwarding, rewinding, and pausing generated by clients. 

For the conformation of the scenario, one must start from 

existing models in the simulation environment for the 

adaptation or modification of their nodes, processes, and states, 

reprogramming them and developing the interactivity 

functionalities. This is necessary whether generating a real 

representation of the services or requesting the representation 

in the simulated scenario of personalized characteristics, in this 

case, those corresponding to the interactivity processes of the 

real environment such as pause, forward, and rewind. 

Including the process of self-similarity within the validation 

process of the simulated scenario brings an important 

contribution. For this reason, the implementation of the 

statistical method of rescaled range (R/S) was used. Then, it 

was found that the simulated scenario, considering the self-

similarity parameter, is statistically similar to the real traffic in 

more than 96%. 
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