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Abstract 

There are huge tons of transactions being done online every 

day and this implies that e- commerce is facing the problem of 

information overloads. This problem can easily be alleviated 

by having recommendation systems in this regard. There are 

two main techniques of recommendation; content-based 

filtering and collaborative filtering. Implementation of one of 

these two techniques at a time on an e-commerce system for 

product recommendations can have huge limitations. The 

proposed method aims at a hybrid approach that would exploit 

the capabilities of both the techniques to achieve optimal 

output for product searching. In this paper, we will implement 

three techniques clustering, user-based collaborative filtering, 

and similarity measure, to get the final recommended 

products. This approach was applied to a random data. It 

presents an approach in which past user experienced in 

content-based filtering and user-based collaborative filtering 

with a clustering algorithm to improve search accuracy. The 

accuracy of search results matters to the user as it is what 

makes they pick on one e- commerce website over the other. 

The high-level accuracy of product recommendations is 

achievable through the proposed approach. 

There are 

Keywords: Recommendation Systems, E-Commerce, 

Clustering, Content-Based Filtering, Collaborative Filtering, 

Similarity Measure, User Preferences. 

 

1. Introduction 

The objective of analysis of transactions data is to investigate 

and extract hidden patterns from data of transactions that kept 

as large databases by using diverse data mining strategies and 

methods. Data are available in a large number in the 

information industry; these data are useless until it converted 

to helpful information. Therefore, it is fundamental to analyze 

this data and extract valuable information from it. That permits 

clients to use data from wide distinctangels [1]. The 

recommendation system is an application example of data 

mining and it is important nowadays because it provides the 

easiness for the users to find the products that theysought to 

buy. Recommendation systems are used in many sites to 

recommend products to thecustomers [2]. Nowadays E-

commerce websites are developing so quickly, for that it is a 

difficult action for online buyers to select a proper category. 

To deal with such a broad-ranging commercial problem, most 

electronic retailing sites merge the Internet services with buyer 

datato evolve a recommendation system, to predict their desire 

they use buyers background and actions, then it helps E- 

commerce sites to make appropriate recommendations [3]. 

Often the search for a product on an online site is by writing 

keywords such as “red skirt,yellow t-shirt”. This search can be 

exhausting and annoying if the site does not have a useful 

Recommender System (RS).The RS assists users to discover 

items that meet their desires by recommending services or 

products with the goal of supporting users in making decisions 

in different domains, like what products to buy, what film to 

look at, what painting to observe, or

what songs to listen [4]. Making decisions on the websites is 

time-consuming so by an effectiveRS that will resolve the 

problem and save the time and effort when the user is looking 

for a particular product. 

Recommendation systems, in general, make recommendations 

list in various approaches 

- through different strategies like collaborative filtering and 

content-based filtering[1], graph- based algorithm[5], or 

concept level method[6]. In [7], a collaborative filtering 

strategy was suggested in personalized recommendation 

method for E-commerce platform. The collaborative filtering 

has been widely used in data mining and other fields such as 

the improved cooperative filtering algorithm that merges the 

user review text and user rating [8] and for recommending 

items to users [9], [10], [11]and in film recommendation [12], 

[13]. Oursuggestion in this paper is based on using a cluster 
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approach on both of the filtering methods, which are content-

based filtering and collaborative filtering as an extension for 

developing the recommendation system presented by [14]. The 

importance of the proposed approach is facilitating the search 

for a recommended product, and it depends on two merged 

techniques works with a similarity measure. 

The paper organized as follows, section 2 discusses the 

historical background, section 3 illustrates the used tools, 

section 4 explains methodology in details, and section 5 

discusses the results, section 6 demonstrates the conclusions, 

finally section 7 for future work. 

 

2. Historical Background 

An example of web usage mining is Recommendation system 

[15]. Content recommendation system suggests products to the 

customers based on the content of their buying history because 

it provides the content of the overview of the products, in 

which customer is generally attracted from many products. 

Finding out the quality of the item cannot be done via content-

based filtering. To solve this issue cooperative filtering system 

are included(sometimes called “social filtering” or 

recommender system) because they are based on the opinion 

of the other customers[16]. According to [3], they introduced a 

new strategy merging sentiment assessment with cooperative 

filtering to improves the accuracy of personalized 

recommendation and attempts to overcome the problem of 

cold start and data sparsity. Cooperative filtering systems 

applications provide customers with a good experience, but 

they still face some of the main issues such as data sparsity. 

Data sparsity is a very big problem because the accuracy of the 

recommendation from the cooperative filtering algorithm 

declines. Building a recommendation system have a variety of 

methods such as content-based filtering, and hybrid 

collaborative filtering Recommender System. Content-Based 

Filtering has been successfully implemented using algorithms 

TF-IDF in [17], as a comparison of data existing cosmetics in 

the database with the user input to increase their sales. A new 

clothing Recommendation System has been presented by [4] 

System based on the combination of visual features, visual 

attention and textual attributes. They conducted the tests 

according to the recommendation and classification 

mechanisms. The outputs showed that their strategy reached 

the best outputs when compared to the standard item KNN 

methods. 

Recommendation system can be used in different stores or 

sites like in [1] they use the RS in books to help people like 

learners to find the best available books from the database that 

meet their preferences. Collaborative filtering and content-

based filtering are used to find out the desired books based on 

ranking and content. In the recommendation system, data 

sparsity is one of the common issues. According to [18], there is 

a solution to overcome the data sparsity in RS and to enhance 

accuracy and scalability of recommender systems they 

introduce a clustering-based matrix factorization method. 

Their idea is to identify rating-patterns by mapping all 

customers/products to their corresponding customer/product 

clusters. This method helped in solving the sparse data by 

applying three points including; Factorization; Clustering and 

Approximation. According to [19], the collaborative filtering 

is implemented to obtain 

more accurate prediction based on user's preferences by 

combining of user’s comments and scoring of the items. 

Recommendation system application in different areas in our 

life .one of the application like[20] Introduced a content-based 

mobile recipe that is able to recommend a customer preferred 

recipe using content-based filtering algorithm(CBFA). The 

solution helped those who have no idea what to cook with only 

one click of a button. With this service, the customer does not 

need to spend a lot of time to get his/her desired recipe. To 

recommend a recipe the weight of each feature for the viewed 

recipes by the customer is computed. The recipe that has the 

same features besides the highest weight and not has been seen 

before will be displayed to the customer as a recommendation 

Information system us everywhere and the recommendation 

system helped to lighten the problem of overloaded 

information and allow the customers to access the relevant 

information and services according to [21], their objective was 

to personalize the mediation system by providing 

recommendations to customers. They followed a clustering 

algorithm of the customer profiles basing on a variety of 

customer’s dimension that they grouped into categories 

depending on the kinds of values contained on each dimension 

in a view of the comparison between the different user profiles 

and generate clusters of customers. From the concerns in 

implementing recommendation, system is providing good 

quality to the registered users. 

A set of features that may enhance the quality and impact of 

collaborative quality- improvement identified in the suggested 

approach [22]. The proposed recommendation system by [23] 

minimizes the false positive error that occurs frequently in the 

traditional system. The results proved that accuracy achieved 

using improved k-means that are 82% to 85% is better than the 

old k-means algorithm. The recommendation system has the 

potential to attract the new customer and maintain the existing 

one. Their suggested work represents the age-based clustering 

method that improved K-means clustering algorithm 

performance and accuracy in the area of recommending 

products such as books to users. They conclude that increasing 

efficiency of K-mean algorithm and Users find better results 

corresponding to their views and purchases of books. The 

proposed system is also used for other recommendation like 

movie, music, electronic items etc. 

According to [24], the content recommender system limitation 

in the early stage is insufficient data and to suggest relevant 

content that meets the consumer need have to obtain more 

information related to the consumer such as the profile. The 

profile helped to obtain personalized content and 

recommended similar content products. Mobile content 

recommendation system for revisiting consumer is presented. 

It integrated the system with the content-based filtering 

method. That addressed the problem of the insufficient 

information and it provided more efficiency. 

Trust is an important issue in building a proper 

recommendation system some of the researchers study this 

issue in “TruCom” that uses the social network for the user in 

a specific domain to recommend for them the items the is 

approbated for them[25]. Trust and secure recommendation 

system can solve problems such as the cold star as in[26] via 

using the location of the user to recommend items for the cold 

user. 
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3. The Proposed Techniques 

In order to solve the information overload problem, it is 

imperative to establish an understanding of how content-based 

and collaborative filtering techniques work. The content- 

based filtering the suggested items to the buyer based on their 

experience with the system, which involves product ratings 

and previously purchased items. Therefore, in order to develop 

the hybrid system that incorporates the technique Term 

Frequency (TF) and Inverse Document Frequency (IDF) must 

be accounted for as they are essential in information retrieval 

systems [27]. While TF is the definition of how frequent a 

word appears, IDF defines how frequent the 

document holding the word appears in the whole collection of 

documents. TF/IDF is a Vector Space Model. It is just one of 

the preferred models for developing the recommendations 

system, other models include probabilistic models such as 

Decision Trees and Naïve Bayes Classifier [28] 

The collaborative algorithms appropriate include 

neighborhood-based algorithm and correspondence mean 

algorithm[29]. In the neighborhood-based algorithm, find of 

different users who share common interests, therefore forming 

a neighborhood, this implies that products liked by one user 

can be recommended to a different user in the neighborhood. 

With correspondence mean algorithm, the frequency of a 

product in a neighborhood is utilized in the recommendation. 

In addition, we used the following software’s: SPSS and 

Excel. 

4. The Methodology 

In the proposed approach takes into consideration the 

similarity between customers to improve the accuracy of the 

recommendation system and make more choices. This 

approach proposes three techniques; clustering, user-based 

collaborative filtering, and measuring the similarity between 

items to obtain the final recommended products as shown in 

Figure 1. 

 

 
Figure 1: Proposal Recommendation System Approach 

 

Figure 1 shows the processes implemented in that approach. 

First, Similar users rating some products that will be 

recommended to the target user. Second, measure the 

similarity between the products that will be recommended by a 

similar user. Third, select the top recommended products that 

have similar features to the user preferences. 

These additions to the proposed approach implemented as 

follows: 

1. Clustering: by dividing customers based on their personal 

Information to include similar users in the same cluster. 

2. User-based collaborative filtering: by measuring the 

similarity between the users based on their preferences. 

3. Measure the similarity between the recommended items 

where the similarity distance between the top 

recommended products resulted from the original approach 

and recommended items of a proposed approach is 

calculated using Cosine similarity. The next section 

showing in detail how these techniques implemented. 

 

4.1. Clustering 

Clustering is a grouping set of customers where the users in the 

same cluster more similar to each other than to those in other 

groups. By this technique, the users divided based on two 

attributes (age and income) into four clusters using K-mean 

algorithm. Table (1) shows an example of the personal 

information data of the customers to categorize similar 

customers together.  

 

Table 1: Personal Information of the Users 
Custom

er_Id 

Age Income Weight Occupation Sex Race 

1 22 2,000 70 writer F w 

2 44 10,000 55 banker M b 

3 34 9,000 44 nurse F b 

4 67 1,500 67 singer F a 

5 65 1,000 63 teacher M a 

6 32 5,000 89 biologist F i 

7 44 8,000 50 chemical M w 

8 20 2,500 67 teacher F b 

9 30 4,500 76 nurse F a 

10 35 5,000 87 doctor M i 

11 22 3,000 65 waiter M w 

12 19 1,500 67 singer M b 

13 32 4,200 97 nurse F a 

14 27 6,000 78 teacher F i 

15 50 3,000 87 banker M w 

16 45 9,000 76 writer M b 

17 55 10,000 98 teacher F a 

18 39 8,500 78 doctor M w 

19 23 2,000 76 writer F b 

20 52 9,500 87 chemical F a 

21 15 1,000 62 singer F i 

22 28 6,000 83 waiter M w 

23 26 5,500 92 banker F b 

24 33 7,000 100 writer F a 

25 38 7,500 69 nurse F i 

26 47 9,000 56 doctor M w 

27 16 800 76 biologist F b 

28 46 9,000 87 manger M a 

29 36 4,000 84 singer M i 

30 41 2,000 57 doctor F w 

 

Clustering was applied in Table (1), using the SPSS to find 

clustering results based on two steps; First, choose the number 

of clustering K=4. Second, run the clustering task according to 

two attributes (age and income). The clustering result will be 

shown in Tables (2 - 7). In Table (2), initial cluster centres are 

evaluated by applying the first estimate of the variable means 

to find the k centres for each of the clusters. Initial cluster 

centres are used for the first round of clustering then will be 

updated. 
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Table 2: Initial Cluster Centers 

 Clusters 
1 2 3 4 

age 38 55 36 16 

income 7500 10000 4000 800 

 

In Table (3), final cluster centres are generated as the mean for 

each variable within each final cluster. The final cluster 

centres represent the characteristics of the typical case for each 

cluster. 

 

Table 3: Final Cluster Centers 

 Clusters 
1 2 3 4 

age 35 46 31 34 

income 7167 9357 4078 1475 

Table (4) represents the distance between the final cluster 

centres using Euclidean distances. Larger distances between 

clusters centre result of greater dissimilarities. Where the most 

different clusters are cluster 2 and cluster 4. In addition when 

the clusters are compared to itself, the result is empty like 

between the cluster 1 and 1. 

 

Table 4: Distance between final cluster centers 

Cluster 1 2 3 4 

1  2190.505 3088.891 5691.667 

2 2190.505  5279.386 7882.153 

3 3088.891 5279.386  2602.779 

4 5691.667 7882.153 2602.779 --- 

 

Table (5) illustrates the number of cases that are assigned to 

each cluster. Where the larger number of customers included 

in the third group, which they have an average income. 

 

Table 5: Number of Cases in each Cluster 

Cluster 1 6.000 

2 7.000 

3 9.000 

4 8.000 

Valid  30.000 

Missing  .000 

 

Table (6) categorizes the customers to four groups based on 

their personal information. It includes a clustered column that 

is referred to the cluster category for each customer. Also, it 

has distances column that shows the distance between the initial 

cluster centroids and the object in the same cluster, i.e., 

customer 17 is very close to the initial cluster centre of cluster 

2, where his age is 55 and has an income of 10000$. 

 

Table 6: Categorization of the Customers Based on Personal 

Information 

Case Number Customer_id Cluster Distance 

1 1 4 1200.015 

2 2 2 11.0000 

3 3 2 1000.220 

4 4 4 701.855 

5 5 4 205.915 

6 6 3 1000.008 

7 7 1 500.036 

8 8 3 1500.085 

9 9 3 500.036 

10 10 3 1000.000 

11 11 3 1000.098 

12 12 4 700.006 

13 13 3 200.040 

14 14 1 1500.040 

15 15 3 1000.098 

16 16 2 1000.050 

17 17 2 .000 

18 18 1 1000.000 

19 19 4 1200.020 

20 20 2 500.009 

21 21 4 200.002 

22 22 1 1500.033 

23 23 3 1500.033 

24 24 1 500.025 

25 25 1 .000 

26 26 2 1000.032 

27 27 4 .000 

28 28 2 1000.040 

29 29 3 .000 

30 30 4 1200.260 

 

4.2. Collaborative Filtering 

Collaborative filtering is automatic prediction procedure that is 

carried out based on the history of user’s product interaction 

integrated with the interaction history of all other customers 

on a site. 

User-based collaborative filtering will be used by applying 

similarity computation to find set N of other users whose 

ratings are similar to target user using centred cosine (Pearson 

correlation) that expressed in formula1. 

𝑠𝑖𝑚(𝐴, 𝐵) = 𝑐𝑜𝑟𝑟(𝐴, 𝐵) =
∑𝑢∈𝑈(𝑅𝑢,𝐴−𝑅𝐴)(𝑅𝑢,𝐵−𝑅𝐵)        

                                    √∑𝑢∈𝑈(𝑅𝑢,𝐴−𝑅𝐴)2√∑𝑢∈𝑈(𝑅𝑢,𝐵−𝑅𝐵)2 

                                                                                                     (1) 

Where: 

 𝑅𝑢,𝐴 Denotes the rating of user u for item A. 

 𝑅𝐴 is the average rating of the item A. 

 𝑅𝑢,𝐵 Denotes the rating of user u for item B. 

 𝑅𝐵 is the average rating of the item B. 

 

Table (7) gives an example of a user rating of a product-rating 

matrix). Each row in this table represents a user who has rating 

different products, where rating start from zero (for low 

rating) to five (for high rating). The empty fields refer to the 

user does not have been making a rating for this product. The 

implementation carried out in two steps. Normalizing the 

rating data then calculating similarity distance between users 

based on their rating. 
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Table 7: Customers Rating of the Products 

Item 
5 

Item 4 Item 3 Item 2 Item 1 Customer
_id 

1 4 3 2  1 
4  3   2 

  2  3 3 
3 1  2 1 4 
2   2  5 
1 4 3  5 6 

  3 1  7 
 5  2 5 8 

5 2 2  1 9 
5   4  10 
1 2 4  2 11 
1  4   12 
5 1 2  1 13 

 1 1  4 14 
1 2 3  1 15 

 

4.2.1. Normalization 

The first step is illustrated in Table (8) where the user-based 

collaborative filtering is applied, where rating data is 

normalized by subtracting row mean to get the modified rating 

matrix. The main purpose of this normalization is to avoid 

calculating the products that have not been rating as a low 

rating. 

 

Table 8: Normalized Customer Rating of the products 

Item 
5 

Item 4 Item 3 Item 2 Item 1 Customer_id 

1 4 3 2  1 
4  3   2 

  2  3 3 
3 1  2 1 4 
2   2  5 
1 4 3  5 6 

  3 1  7 

 5  2 5 8 
5 2 2  1 9 
5   4  10 
1 2 4  2 11 
1  4   12 
5 1 2  1 13 

 1 1  4 14 
1 2 3  1 15 

 

4.2.2. Similarity Measures 

The similarity distance is obtained using the similarity 

measure, which is a measurement tool to quantify the 

similarity between two data objects. For the data mining 

perspective, the similarity measure is a distance with 

dimensions representing features of the objects. When the 

similarity degree is increased then the distance will be 

reduced. As the second step, we will find the similarity 

between users using the pearson correlation coefficient 

expressed in formula 2. 

 

𝑠𝑖𝑚(𝑎, 𝑏) = 
 ∑𝑝∈𝑃(𝑟𝑎,𝑝−̅�̅��̅�)(𝑟𝑏,𝑝−̅̅�̅�𝑟 ̅)  

                        √∑𝑝∈𝑃(𝑟𝑎,𝑏−̅̅𝑟�̅�)2√∑𝑝∈𝑃(𝑟𝑏,𝑝−̅̅�̅��̅�)2 

                                                                                          (2) 
 

Where: 

 a, b: Refers to the users. 

 p={𝑝1, … . . , 𝑝𝑚}Denotes the sets of products. 

 𝑟𝑎,𝑝: Denotes the rating of the user a for product p. 

 ̅ ̅ ̅:𝑎𝑟Refers to the average rating of the user a. 

Table (9) and Table (10) represent the similarity distance between 

fifteen Users based on their product rating in Table (7), where great 

distances between user testes correspond to higher dissimilarities. 

Table 9: Similarity Measurement between Users Based on Products 

Rating 

 

 

Table 9: Similarity Measurement between Users Based on Products Rating 
User 1 User 2 User 3 User 4 User 5 User 6 User 7 

Sim(1,2)=-0.632 Sim(2,3)=0.5 Sim(3,4)=-0.319 Sim(4,5)=0.825 Sim(5,6)=-0.694 Sim(6,7)=-0.059 Sim(7,8)=0.577 

Sim(1,3)= -0.158 Sim(2,4)=0.533 Sim(3,5)=0 Sim(4,6)=-0.955 Sim(5,7)=-0.645 Sim(6,8)=0.345 Sim(7,9)=-0.117 

Sim(1,4)= -
0.842 

Sim(2,5)=0.645 Sim(3,6)=0.478 Sim(4,7)=-0.1066 Sim(5,8)=0.745 Sim(6,9)=-0.957 Sim(7,10)=0.5 

Sim(1,5)=-0.816 Sim(2,6)=-0.48 Sim(3,7)=-0.5 Sim(4,8)=-492 Sim(5,9)=0.760 Sim(6,10)=-0.537 Sim(7,11)=0.31 

Sim(1,6)=0.661 Sim(2,7)=-0.5 Sim(3,8)=0.288 Sim(4,9)=0.929 Sim(5,10)=0 Sim(6,11)=0.259 Sim(7,12)=0.5 

Sim(1,7)=0.316 Sim(2.8)=0 Sim(3,9)=-0.235 Sim(4,10)=0.426 Sim(5,11)=-0.32 Sim(6,12)=0.478 Sim(7,13)= - 0.05 

Sim(1,8)=0.457 Sim(2,9)=0.707 Sim(3,10)=0 Sim(4,11)=-0.264 Sim(5,12)=-0.645 Sim(6,13)=0.462 Sim(7,14)=0.29 

Sim(1,9)=-0.708 Sim(2,10)=0.5 Sim(3,11)=-0.62 Sim(4,12)= -0.533 Sim(5,13)=0.765 Sim(6,14)=-0.432 Sim(7,15)=0.53 

Sim(1,10)=-
0.316 

Sim(2,11)= -
0.93 

Sim(3,12)=-0.5 Sim(4,13)=0.977 Sim(5,14)=0 Sim(6,15)=0.168  

Sim(1,11)=0.392 Sim(2,12)=-1 Sim(3,13)=-0.22 Sim(4,14)=-0.184 Sim(5,15)= -0.41   
Sim(1,12)=0.632 Sim(2,13)=0.65 Sim(3,14)=0.866 Sim(4,15)=-0.204    

Sim(1,13)=-
0.835 

Sim(2,14)=0.29 Sim(3,15)=-0.852     

Sim(1,14)=-
0.365 

Sim(2,15)= -
.85 

     

Sim(1,15)=0.573       
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Table 10: Similarity Measurement between Users Based on Product Rating 
User 8 User 9 User 10 User 11 User 12 User 13 User 14 

Sim(8,9)=-0.27 Sim(9,10)=-0.3 Sim(10,11)=-0.62 Sim(11,12)=0.93 Sim(12,13)= -0.65 Sim(13,14)=-0.13 Sim(14,15)=-0.74 

Sim(8,10)=0.58 Sim(9,11)=-0.51 Sim(10,12)= -0.5 Sim(11,13)=-0.43 Sim(12,14)= -0.29 Sim(13,15)=-0.32  

Sim(8,11)=-0.36 Sim(9,12)=-0.58 Sim(10,13)=0.593 Sim(11,14)=-0.36 Sim(12,15)=0.85   

Sim(8,12)=0 Sim(9,13)=0.97 Sim(10,14)=0 Sim(11,15)=0.86    

Sim(8,13)=-0.31 Sim(9,14)=-0.27 Sim(10,15)=-0.32     

Sim(8,14)=0.17 Sim(9,15)=-0.3      

Sim(8,15)=-0.12       

 

 

Let consider user 9 is a target user, we notice that the user 9 and 

user 13 have more similar taste and in the same cluster, so the 

products that preferred by user 13 will be recommended to user 

9. 

 

4.2.3. Similarity Of Given Items 

Measure similarity between items that are given by two 

approaches based on their description. By taking top 

recommended items that is a result of the first approach and 

find similar items (based on the product description) that will 

be also recommended to the target user. Table (11) shows an 

example of a product profile matrix. it knows that there are six 

products, three given by the first approach, namely item A, item 

B, and item C. Three given by the proposed approach, namely 

item 1, item 2, and item 3 and the combined features of these 

products are 'short', 'occasion', 'skinny’, and bright. 

 

Table 11: Description of The Items That are Resulted from 

Both Approaches 

Item Name Bright Skinny Occasion Short 

Item A 1  1  

Item B 1 1 1  

Item C 1   1 

Item 1 1 1 1  

Item 2 1   1 

Item 3 1  1 1 

 

4.2.4. Normalization 

First, we will perform the normalization by dividing the term 

occurrence (1/0) by sorting the number of attributes in the item 

description and the result will be shown in Table (12). 

 

Table 12: Normalized items Description 

Item Name Bright Skinny Occasion Short 

Item A 0.7071 - 0.7071 - 

Item B 0.5773 0.5773 0.5773 - 

Item C 0.7071  - 0.7071 

Item 1 0.5773 0.5773 0.5773 - 

Item 2 0.7071 - - 0.7071 

Item 3 0.5773 - 0.5773 0.5773 

 

4.2.5. Similarity Measures Using Cosine 

Second, the similarity between the items will be measured 

using centred cosine (Equation1). In the original approach, the 

result was the product B, A, and C respectively, So, we will 

take product B first and find the similar products that given by 

the proposed approach, then we will take item A and find their 

similarity items and so on. For item B, we find that item1 is the 

most similar item by calculating their similarities: Sim(B,1) = 

1. Therefore, item1 will be the next recommended item after 

item B. 

 

5. Results Discussion 

An increased accuracy of search results that leads to user 

satisfaction is based on the assumption that users are a 

neighbourhood have similar tests and that user preferences 

never change. With a hybrid recommender system in place, 

expected results for product recommendations will be optimal 

due to increased accuracy, for instance, let take in 

consideration user13 is a target user. First, the recommendation 

system will search for the products that are similar to the 

products that user13 has been rating. The output items will be 

listed as following: product A, product B, and product C. The 

second, is the system, which will search for the similar users to 

user13 by similarity computation, it will be found that the user 

9 is the most similar user where the similarity distance between 

user 9 and user 13 is 0.965. In the same time, it has been found 

that user 9 and user 11 in the same cluster (cluster 3), so the 

products that have been rating by user 9 are recommended to 

user 13. The output items will be listed as follows: product E, 

Product D and product F. Third, the recommendation system 

will calculate the similarities between all the output results. 

Where the most similar product to the product A (let take 

product D for example) is listed after product A. 

 

6. Conclusion 

People in general, are attracted to the sites that have a powerful 

recommendation system because it makes it easier for them in 

searching. Our approach involves the clustering algorithm and 

user-based collaborative filtering to recommend the products 

that are favourable by one of the users to another user who has a 

similar preference to each other. Then measure the similarity 

between the products to recommend the most similar one for 

them. The paper also addresses some of the critical concerns in 

product recommendation: insufficient data for recommendation 

and novelty. Factorization, clustering, and approximation as 

perceived as the constructs of a better recommender system 

capable of addressing the issue of insufficient data for the 

recommendation. The issue of novelty, which mainly arises 

from collaborative filtering techniques, can be overcome by 

measuring the similarity between recommended items and 

clustering hence amplifying the significance of the proposed 

hybrid system. The recommendation works under the 

assumption that the preferences of a user never change when 

this may not be true in some cases since some people are just 

explorative. 

 

7. Future Works 

The future works focus on improving product recommendation 

through the process improvement. This recommender system 

can be developed by making changes to the 
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algorithms that drive the recommendation process. Process 

improvement is highly dependent on the availability of 

information and the ability to analyze and manipulate the data 

in a productive manner. For instance, the proposal points out 

that the product recommendation works under the assumption 

that consumer preference never changes. In this case, 

calculating the similarity between all output results can help to 

recommend something new for consumers who are explorative 

with a very high likelihood that they would be impressed by 

the recommendation. Thus, the basis of future work can be 

attributed to improving working on the underlying assumption 

of product recommendation. Understanding consumers through 

feedback at a personal level can also be a priority in future 

studies regarding product recommendation. 
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