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Abstract 
 

The objective of this paper is to design a methodology where many co-
processors are accessed by the processor in array mode. By using co 
processor, the work on the multi core processor gets reduced by accessing it in 
array manner. A multi core processor is an efficient processor which can 
enable parallel processing and perform multithreading effectively. In this 
paper, in order to improve the performance of multi-core processor two major 
factors are taken into consideration one is to improve  the execution of array 
methodology by using co processor and designing an array based co processor 
to improve the hit ratio of the co processor. 

 
 
Introduction 
A new methodology is been proposed known as array based co processor design  in 
which a FPGA processor which has a better efficiency in processing Network and 
Document Benchmark Programs will be connected to the Processsor as Co Processor. 
For efficient processing of data all the Graphical Benchmark Programs will be 
processed by the Multicore processor and it will have a array Methodology coding 
which will analyze the data and if the data is Network or Document Benchmark 
program it will make the co processor to process it. By implementing this 
methodology the load on processor will be reduced and the efficiency of processing 
will be increased. 
 
 
Co Processor Design using Array Methodology 
The working of a processor can be explained with the block diagram as shown in 
Figure 1.which gives an idea about how Process interacts with memory in 
bidirectional manner. The array Co Processor is embedded with array methodology 
coding the coprocessor is used by the processor for memory allocation and to interact 
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with the RAM in array manner. By this methodology the processor will interact with 
the RAM device in a array passion by which the RAM will be divided into many 
arrays and each array will be allotted for a default program to be utilized thus the 
processor can access the data and codes easily by searching in the specified memory 
location. When an need arises where a program need more memory space than the 
allotted memory at this case by using artificial intelligence we an combine the 
memory and utilize to executed the program. 

 

 
 

Figure 1: Block Diagram of Array methodology Based Co - Processor Design. 
 
 
 This method is highly applicable when we want to run a small program and the 
system RAM is of high capacity. During this condition to make the work of processor 
simple by allowing it to search in allotted array methodology can be implemented. 
The efficiency can be known by the HIT ratio of the Cache hit ratio refers to the ratio 
between no of times the cache memory is accessed to the no of times data is accessed 
by the processor. 
 To enhance this operation of accessing Cache in array manner and implement 
array based processing a specially designed coprocessor is designed to implement the 
application. To derive an equation to find the configuration of co processor many 
Processor has been interfaced to the multi core processor and the performance is 
noted down .A PIC processor is been interfaced with the multi core processor and it is 
made to be dedicated for Array based processing and its performance was measured.  
 A multi core processor with 2 GHz speed is selected and it is made to interface 
with a FPGA processor the FPGA is dedicated for processing only the array cache and 
array methodology coding.  Many FPGA processors with different processor speed is 
taken for testing as a first step a FPGA processor with 2 GHz speed is taken and Time 
taken for array .To measure the performance of   different multi processor   interfaced 
with co processor. Multi core of different clock speed is chosen and its performance 
with different Co Processor configuration is tabulated. First the time consumed to 
execute a program without using array methodology is tabulated. 
 By spacing the memory in array manner the cache port can be accessed in an 
efficient manner. This can be known from the percentage of hit ratio tabulated for 
different programs. 
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Table 1: Performance of Processor using Graphical and Networking Benchmark 
Programs. 
 
Program   Specification Physical capacity of program Time consumption in seconds 
Graphical Bench  1.2GB 0.58  
Graphical Bench 1.14 GB 0.52  
Graphical Bench 1.10 GB 0.52  
Graphical Bench 1.04 GB 0.51  
Graphical Bench 1. GB 0.5  
Graphical Bench 850 MB 0.62 
Graphical Bench 780MB 0.65 
Networking Benchmark 790 MB 0.65 
Networking Benchmark 1.05 GB 0.51 
Networking Benchmark 1.08 GB 0.52 
Networking Benchmark 875 MB 0.62 
Networking Benchmark 805 MB 0.62 

 
 
 These are the performance of a multi core processor to improve the time factor in 
executing the graphical bench mark program a co processor is designed using a DSP 
processor .The design of DSP co processor is to be that the sum of all the clock speed 
of co processor should be equal to the clock speed of the processor to enhance 
synchronization. The no of co processor depends on the speed of the processor. In 
other  words if  P represents the speed of the processor which has 4 co processor and 
the co  Processor speed is  by Cp1 , Cp 2 , Cp 3 Cp4 .The seed of co processor is 
derived from the equation  
  P= Cp1 + Cp2 + Cp3+ Cpn 
 
 The same programs were taken and executed in a multi core processor. First the 
processor in which the performance is measured is taken. The clock speed of the 
processor is noted down and accordingly the speed of co processor is designed the 
mother processor which is taken is 2 GHz clock speed processor .First Two Co 
processor is implemented with a clock speed of 1 GHz each  
 
 
Table 2: Performance Comparison of Processor using Document Benchmark 
Programs Executed by Processor and Co Processor. 
 
Program   
Specification 

Physical capacity 
of program  

Time 
consumption in 
seconds   

Time in seconds When co 
processor is used 

Document Bench 300 MB 0.64 0.63 
Document Bench 180MB 0.95 0.96 
Document Bench 150 MB 0.95 0.96 
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Document Bench 144 MB 1.11 1.12 
Document Bench 135  MB 1.1 1.1 
Document Bench 80  MB 1.31 1.30 
Document Bench 75  MB 1.31 1.32 
 
 
 Figure 2. Shows the Program Size with respect to time consumption in seconds to 
execute a Document Benchmark program by multi core processor and DSP Based Co 
Processor  

 

 
 

Figure 2: Document Benchmark by multi core processor and DSP Based Co 
Processor. 
 
 
Table 3: Performance Comparison of Processor using Graphical Benchmark 
Programs. 
 
Program   
Specification 

Physical 
capacity of 
program  

Time consumption 
in seconds   

Time consumption in 
seconds  by using co 
processor  
 

Graphical Bench  1.2GB 0.58  0.50  
Graphical Bench 1.14 GB 0.52  0.45  
Graphical Bench 1.10 GB 0.52  0.45  
Graphical Bench 1.04 GB 0.51  0.51  
Graphical Bench 1. GB 0.5  0.45  
Graphical Bench 850 MB 0.62 0.58 
Graphical Bench 780MB 0.65 0.58 
 
 
 The performance with respect to Program Size and time consumption in seconds 
is to execute a Graphical Benchmark program by multi core processor and DSP Based 
Co Processor is shown in figure 3. 
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Figure 3: Graphical Benchmark program by multi core processor and DSP Based Co 
Processor. 
 
 
 Networking Benchmark is also processed in the same manner and tabulated as 
below and Figure 4. shows the Performance Comparison of Processor using Graphical 
Benchmark and networking Benchmark Programs Executed by  Processor and  Co 
Processor  
 

 
 
Figure 4: Graphical Benchmark and Network Benchmark programs by multi core 
processor and DSP Based Co Processor. 
 
 
Table 4: Performance Comparison of Processor using Networking Benchmark 
Programs. 
 

Program   Specification Physical 
capacity of 
program  

Time 
consumption 
in seconds   

Time consumption 
in seconds  using Co 
processor 

Graphical Bench  1.2GB 0.58  0.57  
Graphical Bench 1.14 GB 0.52  0.52  
Graphical Bench 1.10 GB 0.52  0.52  
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Graphical Bench 1.04 GB 0.51  0.50  
Graphical Bench 1. GB 0.5  0.5  
Graphical Bench 850 MB 0.62 0.62 
Graphical Bench 780MB 0.65 0.65 
Networking Benchmark  790 MB 0.65 0.67 
Networking Benchmark 1.05 GB 0.51 0.51 
Networking Benchmark 1.08 GB 0.52 0.54 
Networking Benchmark 875 MB 0.62 0.62 
Networking Benchmark 805 MB 0.62 0.62 

 
 
 Keeping this performance into consideration the processor is coded with a 
comparison for file extension using the benchmark By using this methodology the 
processor will utilize only for Graphical Benchmark Programs by this methodology 
graphical programs are executed with much clarity and in a time efficient manner . 
This coding also reduces the work load of the processor. The Processor is coded with 
this methodology and the readings are 
 
 
Table 5: Performance Comparison of Processor using Graphical Benchmark and 
networking Benchmark Programs. 
 
Program   
Specification 

Physical capacity of 
program  

Time 
consumption 
in seconds   

Time consumption 
in seconds  using Co 
processor 

Graphical Bench  1.2GB 0.58  0.57  
Graphical Bench 1.14 GB 0.52  0.52  
Graphical Bench 1.10 GB 0.52  0.52  
Graphical Bench 1.04 GB 0.51  0.50  
Graphical Bench 1. GB 0.5  0.5  
Graphical Bench 850 MB 0.62 0.62 
Graphical Bench 780MB 0.65 0.65 
 
 
 From the above reading it is been enumerated that the co processor designed by 
DSP works much effective for Graphical Benchmark programs. 
 
 
Multi core and FPGA Processor Performance 
To enumerate the performance of different processor with graphical benchmark 
programs the program is made to execute in a FPGA processor first and the time to 
execute the program is noted down programs with different benchmark programs. 
This will give a clear Idea about which programs are to be routed to which co 
processor while the processor is busy. 
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Processor Performance with Graphical Benchmark Programs 
The performance of Different Benchmark programs are analyzed using multi core 
processor which acts as main processor and the results are compared with the results 
obtained when same programs are executed with FPGA Processor. 
   
 
Table 6: Performance of Graphical Benchmark Programs in Multi core Processor and 
FPGA Processor. 
 
Program   
Specification 

Program 
Size 

Time consumption in 
seconds  with Multicore 
processor 

Time consumption in 
seconds  with FPGA 
processor 

Graphical Bench 1.2GB 0.54  0.59 
Graphical Bench 1.14 GB 0.42  0.52  
Graphical Bench 1.10 GB 0.42  0.53  
Graphical Bench 1.04 GB 0.42 0.51  
Graphical Bench 1. GB 0.39  0.45  
Graphical Bench 850 MB 0.38 0.45 
Graphical Bench 780MB 0.38 0.43 
 
 
 Using the above values a graph is been plotted between program size and the time 
consumed to process it by multi core processor and in the same manner graph is 
plotted for the program size and processing speed by using  FPGA is shown in Figure 
5. and Figure 6. respectively. 

 

 
 

Figure 5: Graphical Benchmark program by using multi core processor. 
 

 
 

Figure 6: Graphical Benchmark program by using FPGA processor. 
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Table 7: Performance of 
FPGA Processor. 
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Figure 8: Network Benchmark programs Performance by using multi core processor 
and FPGA processor. 
 
 
 Using the same procedure both the processor is been tested for document 
benchmark programs and the results are tabulated and also a graph is drawn to 
analyze the perfomance. 
 
 
Table 8: Performance of Document Benchmark Programs in Multi core Processor 
and FPGA Processor. 
 

Program   
Specification 

Program 
Size 

Time consumption in 
seconds  with Multi-core 
processor 

Time consumption in 
seconds  with FPGA 
processor 

Document Bench 300 MB 0.99 0.84 
Document Bench 180MB 0.95 0.81 
Document Bench 150 MB 0.95 0.8 
Document Bench 100 MB 0.86 0.74 
Document Bench 80MB 0.85 0.74 

 
 

 
 
Figure 9: Document Benchmark programs performance by using multi core processor 
and FPGA processor. 
 
 
 Analysing the perfomance for both the processor in graphical and desktop 
benchmark programs the FPGA processor performs better than multi core processor 
in terms of time cosumption. 
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