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Abstract 
 

This paper redesigns Takishima’s symmetrical Reversible Variable 
Length Code (RVLC) construction algorithm based on Lin’s graph 
model. Graph model is used to represent the prefix and suffix 
relationship between the codewords of subsequent levels. This 
algorithm minimizes the average codeword length and provides an 
improvement over Takishima’s symmetrical RVLC algorithm. 
Keywords- Reversible variable length code (RVLC), prefix-free, 
suffix-free, average codeword length, multimedia communication. 

 
 
1. Introduction 
Before the invent of Takishima’s Reversible variable length code algorithm [1], 
Variable Length Codes (VLC) such as Huffman codes were largely used in image and 
video coding standards [2][3][4][5]. VLCs are very sensitive to errors occurred due to 
noisy environment.  
 In general two types of errors can arise during the digital transmission of 
information: propagating error and non- propagating error. Propagating error occurs at 
the receiver side when the decoded bit-stream contains codewords of different lengths 
and affects the decoding of subsequent code words and causes a loss of 
synchronization. If the decoded codeword matches with a valid codeword and doesn’t 
affect the decoding of subsequent code words then it is referred to as a non-
propagating error. Even a single bit error can cause propagation error, due to which 
the data received after the bit error position become useless and results in a serious 
problem. In such case, the decoder may loose synchronization. In the case of VLC 
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being used in video coding and image coding standards, propagating error arises. 
Therefore in order to reduce the effect of error propagation and to improve the error 
resilience capability, RVLC have been used widely in multimedia applications.                              
 With the increasing demand on multimedia and data services in third and fourth 
generation wireless networks which possess higher error rate and low bandwidth, 
RVLCs with good error resilience capability can be largely applied. RVLC can also 
be defined as a combination of variable length prefix followed by a fixed length 
suffix. They are also called affix-free codes or bi-prefix since they are both prefix-free 
and suffix-free. Other than error resilience property, RVLCs can also be used in 
searching the data because of its capability to search in two directions backward and 
forward direction, impossible with VLC.   
 RVLCs are of two types: symmetrical RVLCs and asymmetrical RVLCs. 
Symmetrical RVLC uses the same code table for decoding in both the forward and the 
backward directions since the prefix and suffix parts are identical whereas, 
asymmetrical RVLCs require two different decoding tables. Therefore the memory 
requirement for symmetrical RVLC is less than that of asymmetrical RVLC.  
However, asymmetrical RVLCs have more flexible codeword selection mechanism; 
they offer better coding efficiency than symmetrical RVLCs. MPEG-4 [3] video 
coding standard uses asymmetrical RVLC whereas H.263+ [4] uses symmetrical 
RVLCs. 
 
 Over the years many algorithms had been proposed [1][6][7][8][9][10][11] for 
generating RVLCs. Here we propose a modified RVLC construction algorithm using 
Takishima’s symmetrical RVLC algorithm [1] as a baseline. 
 
 Let us first discuss a brief about RVLC, with the help of an example. Consider a 
DMS (Discrete Memory-less Source) emits five symbols A, B, C, D and E with the 
probability of occurrence as 0.30, 0.27, 0.20, 0.13 and 0.10 respectively. Table 1.1 
shows the obtained codewords and the average codeword lengths for Huffman code, 
Takishima’s symmetrical RVLC and asymmetrical RVLC. It may be observed that 
RVLCs being affix free, take more number of bits in code assignment, thus average 
codeword length is more as compared to Huffman. 
 

Table 1.1: An example to illustrate RVLC’s. 
 

Sym. Sym. 
Prob.   

Huffman 
Code 

Takishima 
Symm. 
RVLC 

Takishima 
Asymm. RVLC  

A 0.30 00 00 00 
B 0.27 01 11 01 
C 0.20 11 010 11 
D 0.13 100 101 1010 
E          0.10 101 0110 10010 
Average 
codeword length 

2.23 2.53 2.56 
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The organization of paper is discussed here. Section II consists of different RVLC 
algorithms designed so far, section III presents the mathematical analysis of the 
proposed algorithm, section IV gives our contribution, section V concludes the paper 
and section VII presents appendixes. 
 
 
2. Symmetrical RVLC 
Takishima’s Symmetrical Algorithm [1] was the first algorithm designed for the 
construction of Reversible Variable Length Code. It has been seen that the number of 
symmetrical code words on a full binary tree at level L is given as  
mo(L)=  2/)1(2 L  
 Where  Z is the largest integer less than or equal to Z. 
  
 All of the symmetrical code words in m0(L) cannot be the target symmetrical 
code words due to the prefix condition for allowing instantaneous decoding; i.e. 
across a path from root node to the available node of codeword  there will be single 
symmetrical codeword that can be assigned. Consequently, all of the symmetrical 
code words at level L that violate the prefix condition must be eliminated from mo(L). 
Using Takishima’s symmetrical RVLC construction algorithm, RVLC may be 
obtained by following the below mentioned steps: 
 
(i) The bit length vector of the target symmetrical RVLC is initialized by that of the 
optimum VLC i.e. Huffman code. 

nrev(i) = n(i), 
 
(ii) The number of code words of length i, nrev(i), is restricted by the bit alignment of 
code words of length less than i. 

 If nrev(i) ≤ m(i), nrev(i) is not changed. 
 
Otherwise one bit is added to some ccde words, i.e.: 

  nrev(i+l)= nrev(i+l)+ nrev(i)- m(i) , 
  nrev(i) = m(i) . 

 
(iii) Step (ii) is repeated until the bit allocation is finished for all code words. 
 
Tsai[6] modifies the above algorithm, after the available candidate terms have been 
achieved they are arranged in the ascending order according to the maximum length 
of their symmetrical bit suffixes excluding the first bit of each candidate codeword 
then the selection procedure is carried forward. It overcomes problem in variations of 
the bit alignment patterns. 
 
 A more simplified algorithm was later developed by Jeong and Ho in 2003 [8], 
it reduces the complexity of the search method. It is based on the concept of 
generating half number of the required code words on the half binary tree and then 
applying bit inversion to get the next set of remaining symmetrical code words. It is 
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also based on Huffman code. This change in the adaptation process was helpful in 
reducing the average code word length since no symmetrical code word could be 
missed. 
 
 In 2008 an improved algorithm [10] was developed, it states another codeword 
selection mechanism based on graph model to represent the prefix and suffix 
relationship among RVLC candidate codewords. It presents Dependency index (DI) 
and common dependency index (CDI) which depicts the joint influence of the set of 
assigned codewords on the number of available codewords of longer length which is 
explained in detail in section III. Based on this graph model, this paper is an effort to 
modify the above Takishima’s Symmetrical Algorithm.  
 
 
3. Mathematical Analysis 
Given a(i) and a(i+1) which denote the set of ith level and (i+1)th level codewords. Let 
Ci+1 denotes a corresponding subset of a(i+1) and Vi+1 denotes the corresponding 
vertex set of Ci+1. For a codeword Ci of a(i) and corresponding vertex vi of  Va(i), where 
Va(i) denotes the set of vertices whose corresponding codeword are in a(i), then the 
dependency index (DI) of Ci  with respect to Ci+1 is defined as the number of vi edges 
whose adjacent vertices are in Va(i). Thus selecting codewords with smaller DIs will 
contribute more codewords in a(i+1). It is therefore reasonable to consider codeword 
with small DIs. The common dependency index (CDI) of Ci with respect to Ci+1 is 
defined as the number of  v adjacent vertices which are of degree 2 and in Va(i), where 
degree of the vertex v represents the  number of codewords  of a(i) which are not 
prefix-free (or suffix-free) with respect to Ci+1.  According to [3], It is resonable to 
select codeword with large CDI. Fig.1 shows the prefix and suffix relationship graph 
for level 3 And 4. It defines the preference order of 2-tuples (DI, CDI) as follows: 
 

(t1, t2) > (t3, t4) if t1 < t3 or (t1 = t3 and t2 > t4 ) 
(t1, t2) = (t3, t4) if t1 = t3 and t2 = t4 
(t1, t2) < (t3, t4) if t1 > t3 or (t1 = t3 and t2 < t4 ) 

 
 It tries to select those available codeword that have highest (DI, CDI). Fig.1 
shows the Prefix Suffix Relationship Graph (PSRG) of a(3) and a(4) after the 
codeword 000 is selected. The (DI, CDI) are on the left side of the corresponding 
vertices. 

 
 

Fig.1. PSRG of a(3) and a(4) 
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4. Our Contribution 
Hence we presents an algorithm to generate RVLCs based on Takishima’s algorithm 
as a baseline algorithm and Lin’s graph model. Major modification lies in 
appropriately choosing a codeword at initial level of smaller length which allows 
more codewords of longer length at subsequent levels. To satisfy prefix condition at 
each level of the Huffman tree we ensures that theparticular node of the available  
codeword should not be the children node of the assigned codewords.  
 Implementing the DI and CDI for Takishima’s RVLC algorithm, It is found that 
DI and CDI are large for 010 than 111 after selecting 000 as shown in above Fig.1. 
 For the analysis of RVLCs we have considered different distribution which are 
highly used in cryptography. Table 1.2 campares average codeword length for 
different RVLC construction algorithm obtained for 1-gram distribution, Tsai’s 
distribution and  Buttigieg distribution defined for 26-english alphabet. 
 
Table 1.2: Compares RVLC construction algorithm on the basis of average codeword 
length 
 
                     Construction 
                      algorithm 
 
 
Probability 
 distribution  
 

Huffman code Takishima’s 
RVLC 

Proposed 
construction 
algorithm based 
on graph model 

1-gram distribution 4.155 4.7143 4.6635 

Tsai's distribution 4.1557 4.6965 4.6487 

Buttigieg distribution 4.2045 4.7753 4.7279 
 
 
5. Conclusion 
Here, we presents an algorithm to generate improved RVLC by using Takishima’s 
algorithm as a baseline and applying Lin’s graph model on it . This algorithm reduces 
the average codeword length which increases the coding efficiency and the size of the 
buffer required decreases. 
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