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Abstract

Theobjectiveofthepaperistoshowthe issuesto befacedinDatamining
andvariousclustering  Techniques.  Clusteringisbeingwidely  usedinmany
application  includingmedical, finance and etc. Clustering may
beappliedondatabaseusingvarious approaches, based upon distance, density,
hierarchy, andpartition. Datamining is  becominganincreasingly
importanttoolto transformthis dataintoinformation. It
iscommonlyusedinawiderange  ofprofilingpractices, suchas  marketing,
surveillance, frauddetectionand scientificdiscovery.
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[Introduction

Dataminingis  theprocessofextracting  hiddenpatterns  fromdata. As  more
dataisgathered, withtheamountof datadoublingevery threeyears, [1]dataminingis
becominganincreasinglyimportanttooltotransform thisdatai ntoinformation.
Itiscommonlyusedin awiderangeofprofilingpractices, suchasmarketing, surveillance,
fraud detection andscientific discovery. Datamining, theextractionof hiddenpredictive
information fromlargedatabases, isa powerful
newtechnol ogywithgreatpotenti altohel pcompani esfocus onthe
mostimportantinformationintheirdata  warehouses.  Dataminingtool spredictfuture
trendsand behaviours, alowingbusinessesto makeproactive, knowledge-driven
decisions. The automated, prospectiveana ysesofferedby dataminingmove beyondthe
anal ysesof pasteventsprovidedby retrospective toolstypicalof decisionsupportsystems.
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Datamining tool scananswerbusinessguestionsthat traditionallyweretoo timeconsuming
to resolve. They scourdatabasesfor hiddenpatterns, finding predictive information
thatexperts may miss because it lies outside theirexpectations. Mostcompaniesalready
collect andrefine massive quantities of data Data miningtechniquescanbe
implementedrapidly on existingsoftwareandhardwareplatformstoenhance theval ueof
existinginformationresources, andcanbe integratedwithnewproductsandsystemsasthey
are brought on-line. When implementedon high performance client/serveror
parallel processing computers, dataminingtool scananal yzemassive databases to deliver
answers to questions such as, "Whichclientsaremostlikely torespondtomynext

promotionamailing, andwhy?'Datamining is the processof
discoveringmeaningfulnewcorrelations, patterns, andtrendsby siftingthroughlarge
amountsof datastoredin repositories, usingpatternrecognition
technol ogi esaswel | asstati sticaland mathematical techniques”. However,
reallydataminingturns databases intoknowledge bases which isoneofthe fundamental
components of expert systems. Data mi ningi stheuseof

automateddataanal ysistechniques to uncoverpreviousl yundetectedrel ationshipsamong
dataitems. Data miningofteninvolvesthe analysisof datastoredinadatawarehouse.
Threeofthe majordata miningtechniquesare regression, classificationand clustering.
DataMining, alsopopularly knownas KnowledgeDiscoveryinDatabases(KDD)[2],

refers tothe nontrivial extractionofimplicit, previously
unknownandpotentiallyusefulinformationfromdata Indatabases. While
dataminingandknowledge discoveryindatabases(orK DD)arefrequentlytreated

assynonyms, datamining isactualy partofthe knowledgediscovery process.
Thefollowingfigure (Figure 1. 1)showsdataminingasastepinaniterative knowledge
discovery process. The KnowledgeDiscoveryinDatabasesprocess comprisesofafew
stepsleadingfromraw data collections to some form of new knowledge. The
iterativeprocessconsi stsofthefollowing steps:
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Fig 1. Aniterative Knowledge Discovery Process

a. Datacleaning: alsoknownasdatacl eansing, itis a phase
inwhichnoisedataandirrel evantdataare removedfromthecollection.

b. Data integration: atthis stage, multiple data sources, oftenheterogeneous,
maybecombinedin acommonsource.
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c. Dataselection: at thisstep, thedatarelevanttothe analysisisdecidedonand
retrievedfromthedata collection.

d. Datatransformation: aso known as data consolidation, it isa
phasei nwhichthesel ected dataistransformedintoforms ~ appropriateforthe
miningprocedure.

e. Datamining: itisthe crucialstepinwhichclever techniques are applied to extract
patterns potential lyuseful.

f. Pattern  evaluation: in  this step, drictly  interestingpatterns
representingknowledgeare identifiedbasedongi venmeasures.

0. Knowledgerepresentation: is thefinalphase in whichthe discoveredknowledge

isvisually represented totheuser. Thisessential stepuses
visualizationtechniquesto  helpusersunderstand  andinterpretthedatamining
results.

Ill1ssuesinDataMining

Dataminingal gorithmsembody techniquesthathave sometimesexistedformany years,
but haveonly lately beenappliedas  reliableandscal abletool sthattimeand
againoutperform olderclassicalstatistical methods. Whiledataminingisstillinitsinfancy,
itisbecoming a trendandubiquitous. Beforedataminingdevelopsinto aconventional,
matureandtrusteddiscipline, many  still  pending  issueshavetobeaddressed.
Someofthese issuesareaddressedbel ow. Notethatthesel ssuesare
notexclusiveandarenotorderedinany way.

Security andsocial ISsues: Securityisan important issuewithany
datacollectionthatissharedand/oris intendedtobeusedfor strategicdecision-making. In
addition, whendatais collectedforcustomerprofiling, userbehaviourunderstanding,
correlating personaldata withotherinformation, etc.,, large amountsofsensitive
andprivateinformationaboutindividualsorcompanies is gatheredand stored. This
becomescontroversial  giventheconfidentia natureofsomeofthisdataand the potential
illegal access to the information. Moreover, dataminingcoulddisclosenew implicit
knowl edgeaboutindividual sor groupsthatcoul dbe againstprivacy policies,
especialyifthereispotential  disseminationof discoveredinformation.  Anotherissue
thatari sesfromthi sconcernistheappropriateuseof data mining. Duetothevalueof data,
databasesofallsortsofcontentareregularly  sold, andbecauseof the competitive
advantagethatcanbe attai nedfromimplicitknowledge discovered, some
importantinformationcouldbewithheld, while other informationcouldbewidely
distributedandusedwithoutcontrol.

Userinterfacei ssues. Theknowledgediscoveredby
dataminingtool sisuseful aslongasitisinteresting, andaboveallunderstandableby theuser.
Gooddata visualizationeasesthei nterpretati onof datamining results,

aswellashel psusersbetterunderstandtheir needs. Many dataexploratoryanal ysistasksare
significantlyfacilitatedby  theabilitytoseedatainan  appropriatevisual presentation.
Thereare many visualizationideas andproposal sforeffectivedata graphical presentation.
However, there isstil much researchto accomplishinorderto obtaingood
visualizationtool sforlargedatasetsthatcoul dbeused
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todi splayandmani pulateminedknowledge. Themgjor issuesrel atedtouser
interfacesandvisualization are'screen red-estate”, information rendering, and
interaction. Interactivitywiththe dataanddatamining results

iscrucialsinceitprovidesmeansfortheuserto focusand refinetheminingtasks, aswellasto
picture the discoveredknowledgefromdifferentanglesandat differentconceptuallevels.
Miningmethodologyissues: Theseissuespertainto the data mining approaches
applied and their limitations. Topics such as versatility of the mining approaches, the
diversity of data available, the dimensionalityofthedomain, thebroadanalysisneeds
(when  known), the assessment of the knowledge  discovered,

theexpl oitationofbackgroundknowledge andmetadata,
thecontrolandhandlingofnoiseindata, etc. areall examples that can dictate mining
methodol ogychoices. Forinstance, itisoftendesirable

tohavedifferentdataminingmethodsavailablesince
differentapproachesmayperformdifferentlydepending uponthedataathand. Moreover,
differentapproaches may suitand solve user's needs differently. Most
algorithmsassumethedatatobenoise-free. Thisisof course astrong assumption. Most
datasets contain exceptions, invalid or incomplete information, etc. which may
complicate, if not obscure, the analysis
processandinmanycasescompromisetheaccuracyof ~ theresults.  Asaconsequence,
datapreprocessing  (data  cleaningandtransformation)becomesvital. Itisoften
seenasl osttime, butdatacleaning, astime-consuming and frustrating as it may be, is one
of the most importantphasesi ntheknowledgedi scoveryprocess.
Datami ningtechni quesshoul dbeabl etohandlenoise indataorincompl etei nformation.
M orethanthesi zeof data, thesi zeofthesearchspacei sevenmoredecisive
fordatami ningtechniques. Thesizeofthesearchspace
isoftendependinguponthenumberofdimensionsin the domainspace. The
searchspaceusuallygrowsexponentially when the number of dimensions increases.
Thisisknownasthecurseof dimensionality.
This"curse" affectssobadlytheperformanceofsome
datami ningapproachesthatiti sbecomingoneofthe mosturgent issuesto solve.
Performance issues. Manyartificial intelligence andstatisticalmethodsexistfordata
analysisand interpretation. However, these methodswere oftennot designed
fortheverylargedata sets data miningis dealing withtoday. Terabytesizesarecommon.

This rai sesthei ssuesof scalability andefficiencyof thedata
miningmethodswhenprocessingconsiderably large data. Algorithms

withexponentialandevenmedium orderpolynomialcomplexity cannotbeof practicaluse
fordata mining. Lineara gorithmsareusuallythenorm.

Insametheme, samplingcanbe usedformininginstead of thewholedataset. However,
concernssuchas completenessandchoi ceof samplesmay arise. Other topicsinthei ssueof
performanceareincremental updating, andparallelprogramming[3]. Thereis no doubt
thatparallelismcanhel psol vethesizeproblemif ~ the  datasetcanbesubdividedandthe
resultscanbemerged later. Incrementalupdatingis importantformerging  results
fromparallelmining, orupdatingdatamining results whennew data becomes available
without havingtoreanal yzethecompl etedataset.

Datasourcei ssues: Therearemanyissuesrel atedto thedatasources,
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somearepracticalsuchasthediversity ofdatatypes, whileothersarephilosophicallikethe

dataglutproblem. Wecertainly haveanexcessof data
sinceweal readyhavemoredatathanwecanhandle andwe
arestill collectingdataatanevenhigherrate. If
thespreadof databasemanagementsystemshas helped
increasethegatheringofinformation, theadventofdata
miningiscertai nl yencouragingmore dataharvesting. The currentpractice is to collect as
much  data as  possiblenowandprocessit, ortry  toprocessit, later.
Theconcerniswhetherwearecol | ectingtherightdata atthe appropriateamount,

whetherweknow  whatwe wanttodo withit, andwhetherwedistinguishbetween
whatdatai s mportantandwhatdata isinsignificant. Regardingthepracticalissuesrel atedto
datasources, thereisthe subject ofheterogeneous databases and thefocuson diverse
complexdatatypes. Weare storingdifferent  typesofdatainavarietyofrepositories.
ltisdifficultto expect a data mining system to effectively and efficiently
achievegoodminingresultsonal | kindsof dataandsources.
Differentkindsofdataandsources may  requiredistinctalgorithmsandmethodol ogies.
Currently, thereis afocuson rel ational databasesand datawarehouses,
butotherapproaches needtobe pioneeredforotherspecificcomplexdata types. A
versatiledataminingtool, forallsortsofdata, maynot berealistic.

Moreover, theproliferationof heterogeneousdata sources, at structural and
semantic  levels, poses important  challengesnot  onlytothe  database
communitybutal sotothedataminingcommunity.

[11DataMiningT echniques
Thethreedataminingtechniquesare:
a. Decisiontrees
b. Neuralnetworks
c. Clustering

Decisiontree

A decisiontree [4] (or tree diagram) is a decision support tool that usesa tree-like
graph or model of decisons and theirpossibleconsequences, including
chanceeventoutcomes, resourcecosts, and utility. Decision trees are commonly used in
operations research, specificallyin decison analysis, to help identify astrategy
mostlikely to reachagoa. Another useof decisiontreesisasadescriptivemeansfor
calculatingconditional probabilities. Indata miningand machinelearning,
adecisiontreeisapredictivemodel; thatis, amappingfromobservationsaboutanitemto
conclusions about its target value. More descriptivenames for such tree models are
classification tree (discrete outcome) or regression tree (continuous outcome).
Inthesetreestructures, |eavesrepresent
classificationsandbranchesrepresentconj unctionsof

featuresthatl eadtothoseclassifications. Themachine learning techniqueforinducinga
decision tree from dataiscalleddecisiontreelearning, or(colloquially) decisiontrees.
Indecisionanalysis,  a'decisiontree™—  andtheclosely-rel atedinfluencediagram—
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isusedasa visualandanalyticaldecisionsupporttool, wherethe expected values(or
expected utility) of competing alternativesarecalculated. AdecisionTreeconsistsof3
typesofnodes: -

1. Decisionnodes-commonlyrepresentedby squares.

2. Chancenodes-representedbycircles.

3. Endnodes-representedbytriangles.

New Cecision Tres

figurel. 2

Drawnfromlefttoright, adecisiontreehasonly burst nodes(splittingpaths)butnosink
nodes(converging paths).

I nfluencediagram
Adecisiontreecanberepresentedmorecompactlyas aninfluencediagram,
focusi ngattenti ononthei ssues andrel ationshipsbetweenevents.
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figurel. 3 influencediagram

Creationofdecisionnodes
Three popularrulesareappliedin theautomati ccreati onof classificationtrees.
TheGinirulesplitsoff a singlegroupof aslargeasizeaspossible, whereasthe entropy
andtowing rulesfindmultiplegroups comprising asclose tohalfthesamples aspossible.
Bothal gorithmsproceedrecursively downthetreeuntil stoppingcriteriaaremet.

Amongst decisionsupporttools, decision trees(and
influencediagrams)haveseveral advantages:
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e Decision trees are simple to understand and interpret.

o Peopleareabletounderstanddeci siontreemodel s afterabrief explanation.

o Have valueevenwithlittleharddata. Important insights can be generated based
on experts describingasituation(itsalternatives, probabilities,
andcosts)andthei rpref erencesforoutcomes.

e Use awhite box model. If a given result is provided by a model, the
explanation for the result iseasilyreplicatedbysimple math. Canbe combined
withotherdecisiontechniques. The followingexample usesNetPresentValue
calculations, PERT 3-pointestimations(decision #1) and a linear distribution of
expected outcomes(decision#2):

b. Neuralnetwor k

NeuralNetworkg] 5]areanal ytictechniqguesmodeled  afterthe(hypothesized) processesof
learninginthe cognitivesystemandthe neurologicalfunctionsofthe brainandcapable of
predictingnew observations(on specificvariables)fromotherobservations(onthe same
orothervariabl es)afterexecutingaprocessofso-called learningfromexistingdata.
NeuralNetworksisone of theDataMiningtechniques. Thefirststepistodesigna specific
networkarchitecture(thati ncludesaspecific

numberof"layers’ eachconsi stingof acertainnumber of"neurons’). Thesize
andstructureof thenetwork needstomatchthenature(e. g., theformalcomplexity) of
theinvestigatedphenomenon. Becausethel atteris obviously
notknownverywellatthisearlystage, this taskisnoteasy
andofteninvolvesmultiple'trialsand errors. " (Now, there is, however, neural network
softwarethat appliesartificialintelligencetechniquesto ad
inthattedioustaskandfinds'thebest” network architecture). The
newnetworkisthensubjectedtothe processoftraining. "Inthatphase, neurons apply an
iterativeprocesstothenumberof inputs(variables)to adj ustthewei ghtsof

thenetworkinordertooptimally predict(intraditionaltermsonecoul dsay, finda'fit" to) the
sample data on which the "training” is performed. Afterthephaseof
learningfromanexisting  dataset, thenewnetworkisreadyanditcanthenbe  usedto
generatepredictions. Neuralnetworkhadbeen used torefer to a network or circuit of
biological neurons. The modernusageof thetermoftenrefersto artificialneural networks,
whichare composedof artificial neurons or nodes. Thus theterm has two
distinctusages: Biological neural networksaremade up of
real bi ol ogi cal neuronsthatareconnectedor functionally rel atedintheperipheral
nervoussystemor  thecentralnervoussystem.  Inthefieldof  neuroscience, they

areoftenidentifiedasgroupsof neuronsthat performaspecific
physiologicafunctioninlaboratory analysis. Artificialneuralnetworksare made upof
interconnectingartificial neurons (programming constructs
thatmimi cthepropertiesofbiol ogical neurons).
Artificia neuralnetworksmayeitherbeused

togai nanunderstandi ngof bi ol ogi cal neural networks, or
forsolvingartificialintelligenceproblemswithout necessarilycreatingamodel ofa

real biol ogical system. Thereal, biol ogical nervoussystemishighly complex
andincludessomefeaturesthatmay seemsuperfluous basedonanunderstandingof
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artificia networks. In general abi ol ogi cal neural networkiscomposedof a
grouporgroupsofchemicallyconnectedorfunctional ly associatedneurons.
Asingleneuronmaybeconnected to manyother neuronsandthetotalnumberof neurons
andconnectionsinanetworkmay beextensive. Connections, calledsynapses, are
usuallyformedfrom  axonsto  dendrites,  thoughdendrodendriticmicrocircuits
[1]andotherconnectionsare possible. Apart fromtheelectricalsignaling, there are other
formsof signalingthatari sefromneurotransmitter diffusion,
whichhaveaneffectonelectricalsignaling.  Assuch, neural networksareextremely
complex. Artificialintelligenceandcognitivemodelingtry to simulatesomepropertiesof
neuralnetworks.  While  similarintheirtechniques,  theformerhas  theaimof
solvingparticul artasks, while the |atteraimstobuild
mathematicalmodel sofbiologicalneuralsystems. In  the artificialintelligencefield,
artificialneural networks havebeenappliedsuccessfully tospeechrecognition, image
analysis and adaptivecontrol, in order to construct software agents (in computer and
video games) or autonomousrobots. Most ofthecurrently employed artificialneural
networksforartificial intelligenceare basedonstatisticalestimation, optimization and
control theory. The cognitivemodellingfield involvesthephysicalormathematical
modelingof thebehaviourofneural systems;ranging from the individual neural level (e.
g. modelingthespike  responsecurvesofneuronstoastimulus),  through  the
neuralclusterlevel (e. 0. modellingthe rel easeand
effectsof dopamineinthebasal ganglia)to the completeorganism(e. 0.
behavioralmodelingofthe organism'sresponseto stimuli).

Applications:

Theutility ofartificial neuralnetworkmodelsliesinthe factthatthey canbe usedto
inferafunctionfrom observations and aso to use it. This is particularly
usefulinapplicationswherethecompl exityofthedata

ortaskmakesthedesi gnof suchafunctionby hand impractical.

Real lifeapplications

The taskstowhichartificial neural networksareapplied tendtofallwithin
thefollowingbroadcategories: Function approximation, or regression anaysis,
including time series prediction and modelling. Classification, including pattern and
seguence recognition, noveltydetection andsequential decision making.

Data processing, includingfiltering, clustering, blind signalseparationand
compression. Applicationareas include system identification and control (vehicle
control, processcontrol), game-playingand decision making (backgammon, chess,
racing), pattern recognition(radarsystems, face identification, object recognition, etc.
), sequence recognition (gesture, speech, handwritten text recognition), medical
diagnosis, financial applications, data mining(or knowledge discovery in databases,
"KDD"), visualizationande-mailspamfiltering.

Clustering:
“Theprocessof organi zingobj ectsintogroupswhose membersaresimilarinsomeway” .
Clusteringisadata mining(machine |earning)techniqueusedtoplacedata elements into
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related groups without advance knowledgeof thegroupdefinitions. Popularclustering
techniquesi ncludek-meansclusteringand expectation maximization(EM)clustering.
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Inthiscaseweeasi|yidentifythedclustersintowhich the data can be divided; the
similarity criterion is distance: twoormoreobjectsbel ongtothesamecluster ifthey
are” close” accordingtoagivendistance(inthis case geometrical distance). This iscalled

distance- basedclustering. Clusteringi stheassignmentofobjects
intogroups(calledclusters)sothatobjectsfromthe
samecl usteraremoresimilartoeachotherthanobjects fromdifferentclusters.

Setoflikeelements. Elementsfrom different clusters are notalike. Thedistance between
pointsin a cluster isless than thedistance betweenapoint inthe clusterandanypoint
outsideit. Problemsoccurringinclusteringare:

e Outlinehandlingisdifficult, theelementsdonot naturallylieintoanycluster.

e Dynamicdatai nthedatabasemeansthatcluster membership maychangeovertime.

¢ Interpretingthesemanti cmeaningofeachcluster canbedifficult.

e Thereisnot asingle answer to a clustering problem.

Anotherissueiswhat  datashouldbeusedforclustering Wecanthensummarizesome
basicfeaturesof clustering:

e Thenumberofclusters isnotknown.

e Theremay not be any periorknowledge concerningtheclusters.

o Clusterresultsaredynamic.

Different Typesofclusters

Clustering ams  tofind useful groups  of objects (clusters),
whereuseful nessi sdefinedbythegoalsof the dataanalysis. Notsurprisingly, thereare
severalsdifferent notionsof a cluster that prove useful in practice.

Well-separated Aclusterisasetofobjectsinwhich eachobjectiscloser(ormoresimilar)
to everyother objects in the cluster than to any object not in the cluster.
Sometimesathreshol disusedto specifythatall the
objectsi nacl ustermustbesufficientlyclose(or similar)toone another.
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thisidealisticdefinitionofa clusterissatisfiedonly whenthedatacontainsnatural
clustersthat arequitefarfromeachother. The distance betweenany
twopoi ntswithinagroup. well-separatedclusters donotneed tobeglobular, but can beany

shape
Figur e5: well—separatedclusters
prototype-BasedA clusterisasetof objectsinwhich eachobjectiscloser(more

similar)totheprototype thatdefinetheclusterthantotheprototypeof anyother cluster.
fordata with continuous attributes, the prototypeof aclusteisoftenacentroid, i. e,
theaverage (mean)of althepointsinthecluster. whenacentroidis notmeaningful,
suchaswhenthe datahascategorical attributes, the prototype isoftenamedoid, i. e., the
most representativepointofacluster. Formany typesofdata, theprototypecanberegarded
asthemost  centralpoint, andinsuchinstances, wecommonly refertprototype-
basedclusters ascenter-basedclusters.

Figure6: prototypebasedclusters

Graph-basedifthedata isrepresentsasagraph, where thenodesareobjectsandthelinks
represents connections amongsobjects then a cluster can be defined as a connected
component, i. e, a graph of objectsthatareconnectedto oneanother, butthathave no
connection to objects outside the group. An importantexampleof graph—
basedclustersare contiguity-basedclusters, where twoobjectsare
connectedonlyiftheyarewithinaspecifieddi stanceof eachother. this
impliesthateachobjectinacontiguity- based cluster is closer to some other objectsin the
clusterthantoanypointinadifferentcluster.
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Figure7: Graph-basedclusters

Density—basedA clusteri sadenseregi onof obj ects
thati ssurroundedbyaregionoflowdensity. Adensity baseddefinitionof
aclusterisofenemployedwhenthe clusterare irregularorintertwined, andwhennoise and

outliersarepresent.

Figure8: Density-basedclusters

Shared- property(conceptual clusters) More generaly,
wecandefineacl usterasasetofobj ectsthat sharesomeproperty. this
definitionencompassesallthe previousdefinitionof acluster, e. g., objectsinacenter-
basedcl ustersharethepropertythattheyareall cl osest tothesamecentroidormedoid.
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figure 9: shared-propertybasedclusters

Noise
Clustering isoftenconstructedonnoise-freedatasets. In real-worldapplications, itis
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inevitablethatthedatasets contain noises, which may result in unsatisfactory resultsof
theclustering agorithms. Outliersaresample points withvalues much different from
thoseofthe  remainingsetof data.  Outliersrepresenterrorinthedata  orcouldbe
correctdatavaluethataresmply muchdifferentfrom the remainingdata. A person3.
Ometerstallis exceptionallytallthisval ueprobabl ywouldbeviewed as anoutlier. Some
clusteringtechniques do not performwel lwiththe presenceofoutliers.

clusteringal gorithmsmayactuall ysearchesandremoveoutliersto ensurethatthey
performbetter. However, caremustbe takeninacctuallyremovingoutliers. forexample,
supposethatthedataminingproblemisto predict flooding.

Extremelyhighwaterlevelvaluesoccur  infrequently, andwhencompared thenormal
water levelvalues may seem to be outliers. However, removingthesevaluesmay
notallowthedatamining al gorithmtoworkeffectivel ybecausetherewoul dbe
nodatathatshowedthat floods everactuall yoccurred.

Conclusion
This paper discusses about the performance of
clusteringtechniquei nthepresenceofnoi se. Noisecan appearinmany

realworl ddatasetsandheavilycorrupt thedatastructure. Theperformanceofmany existing
algorithmsi sdegradedbythepresenceofnoise.
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