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Abstract 
 

A new class of functions namely, second order strongly F-pseudoconvex 
functions is introduced which is a generalization of both strongly 
pseudoconvex functions and strongly pseudoinvex functions. Second order 
optimality conditions and second order duality results for a class of nonlinear 
non-differentiable scalar programming problems with a square root term in the 
objective function as well as in the constraints are obtained under the 
assumptions of second order F-pseudoconvexity and second order strong F-
pseudoconvextiy on the functions involved. 
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1. INTRODUCTION 
The literature of the mathematical programming is crowded with the necessary and 
sufficient optimality conditions for a point to be an optimal solution to the 
optimization problem. The role of optimality criteria in mathematical programming is 
important both from theoretical and computational point of view. The concept of 
generalized convexity is of great importance in the study of optimization problems. 
The best known and frequently used optimality conditions for nonlinear programming 
problems where all the functions involved are differentiable. The various forms of 
mathematical programming problems involving square root of positive semidefinite 
form 1/2t Bx)(x has been of interest to many researchers. 
 Weir [8] introduced new class of functions namely, strongly pseudoconvex 
functions which is weaker than the class of convex functions and established various 
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duality theorems for differentiable scalar nonlinear programming problem under 
assumption of pseudoconvexity and strong pseudoconvexity. Kumar and Agarwal [5] 
proved sufficient optimality conditions and various duality results for 
nondifferentiable scalar nonlinear programming problems with a square root in the 
objective function is obtained under the assumptions of pseudoconvexity and strong 
pseudoconvexity. Kanniappan and Pandian [2] introduced a new class of functions 
namely, strongly pseudoinvex functions which is a generalization of strongly 
pseudoconvex functions and established duality theorems for differentiable scalar 
nonlinear programming problems with a square root term in the objective function is 
obtained under the assumptions of pseudoinvexity and strong pseudoinvexity. Sinha 
and Aylawadi [7] established the optimality conditions for mathematical programs 
under the convexity assumptions where some of the constraints are non-diferentiable 
but the objective function is differentiable. Kanniappan and Pandian [3] established 
sufficient conditions for optimality and duality theorems for a class of non-
differentiable scalar nonlinear programming problems with square term in the 
objective function under assumptions of pseudoinvexity and strong pseudoinvexity. 
Kumar and Ghosh [6] obtained necessary and sufficient conditions of optimality 
conditions and various duality results for a class of nondifferentiable scalar nonlinear 
programmng problems with a square root term in the objective function as well as in 
the constraints under the assumptions of pseudoinvexity and strong pseudoinvexity. 
 In this paper, we introduce a new class of functions, called second order strongly 
F-pseudoconvex functions which is a generalization of strongly pseudoconvex 
functions [8] and strongly pseudoinvex functions [2]. Further, we obtain second order 
optimality conditions and also establish second order duality results for a class of 
nonlinear non-differentiable programming problems with a square root term in the 
objective function as well as in the constraints under the assumptions of second order 
F-pseudoconvexity and second order strong F-pseudoconvextiy on the functions 
involved. 
 
 
2. PRELIMINARIES 
Let X be an open convex set in nR , an Euclidean n-dimensional space and R denote 
the set of all positive real numbers. Let RX:f  be a twice differentiable functions 
on X,  RXxX: , nXxX:r  and  qp, R , nnXxXx:F RR   and 

mn:g RR  are twice differentiable functions and 21 B and B  are an nxn positive 

semidefinite symmetric matrices with 0  B2   and  s nR . 

 Let x, y nR . Then,  
 , ii      yxyx   for all i, i=1, 2, …, n  
 ,      ii yxyx   for all i, i = 1, 2, …, n and rr yx   for some r, nr1    
 
and 
 ,ii yxyx   for all i, i=1, 2, …, n. 
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 We need the following definitions which can be found in [4].  
 
DEFINITION 2.1: A function nn RXxXxR:F   is said to be sublinear on nR  if for 
each Xux,  ,  

(i) b)u;F(x,a)u;F(x,  b))(au;F(x,  , for all nRba,   and  
(ii) a)u;F(x,a)u;F(x,   , for all nRa and 0  in R. 
 
Note: From (ii), it follows that 0)0;,( uxF . 
 
DEFINITION 2.2 : The function f is said to be second order F-convex at X u   with 
respect to the functions ),,( uxp  ),( uxq  and ),( uxr  if for all X x ,  

 u)r(x, f(u) u)q(x,
2
1 - u))f(u)p(x,f(u)u;F(x,  f(u) - f(x) 22  .  

 
DEFINITION 2.3 : The function f is said to be second order F-quasiconvex at 

X u   with respect to the functions ),,( uxp  ),( uxq  and ),( uxr  if for all X x  ,  

 u)r(x, f(u) u)q(x,
2
1 -  f(u)    f(x) 2  0     u))f(u)p(x,f(u)u;F(x,    2  .  

 
DEFINITION 2.4 : The function f is said to be second order F-pseudoconvex at 

X u  with respect to the functions ),,( uxp  ),( uxq  and ),( uxr ) if for all X x ,  

 0     u))f(u)p(x,f(u)u;F(x, 2   u)r(x, f(u) u)q(x,
2
1 - f(u)    f(x)   2 .  

 
 Consider the following nondifferentiable nonlinear programming problem 
(P) Minimize 1/2

1
t x)B(x x)f (  

subject to 
 0    g(x)    (1) 

 1  x)B(xs 1/2
2

tt   (2) 
 Xx . 
 
 We propose following dual problem (D) to the problem (P) 
 
(D) Maximize 11

t wBu  f(u)  
subject to 

0u)g(u))p(x,y(f(u) swB wB g(u))y(f(u)                t2
2211

t    (3) 

0    u)r(x, g(u))y u)q(x,
2
1 - g(u)y                                                       t2t  (   (4) 

 0  u)r(x, (f(u)) u)q(x, 2    (5) 

 0  u)Buus 1/2
2

tt  )1((   (6) 
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 1 wBw 11
t
1    (7) 

 1/2
2

t
2

t
2 u)B(u u Bw    (8)  

 0 y    (9) 
 0    (10) 
 
where R , mn

21
n R y R w wR u  ,,,  

 We need the following lemma which can be found in [1]. 
 
LEMMA 2.1: Let 1B  be an nxn positive semi definite symmetric matrix and 

n
1 Rwx,  . Then 

 1/2
11

t
1

1/2
11

t
11

t )wB(w )wB(x  wBx   
 
where equality holds if 111 wtBxB   for some 0  t  . 
 For solving strong duality theorem, we need the following necessary optimality 
condition for a feasible point ox  to be an optimal solution of (P) which can be found 
in Sinha and Aylawadi [6].  
 Let ox  be the solution of (P). Define the set oz as follows 
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THEOREM 2.1: (Necessary Optimality Conditions) 
If x  is an optimal solution of (P) and the set oz  is empty, then there exist 

mn
21 R y R ww  ,, and a scalar   such that 

 0  g(x))(yswB  wB  f(x) t
2211  (   

 0    g(x)y t    

 0  x)Bxxs 1/2
2

tt  )1((   

 1  wBw 11
t
1    

 1/2
1

t
1

t
1 x)B(x  xBw    (11) 

 1/2
2

t
2

t
2 x)B(x  xBw    

 0 y  , 0  . 
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3. SECOND ORDER STRONGLY F-PSEUDOCONVEX 
FUNCTIONS 
Now, we introduce a new class of functions namely, second order strongly F-
pseudoconvex function which is a generalization of first order strongly pseudoconvex 
functions and also, first order strongly  -pseudoinvex functions. 
 
DEFINITION 3.1 : The function f is said to be second order strongly F-
pseudoconvex at X u   if there exist a real positive function (x,u)  on XxX with 
respect to the functions ),,( uxp  ),( uxq  and ),( uxr  such that 

 u)r(x, f(u) u)q(x,
2
1 - u))f(u)p(x,f(u)u;F(x, u)(x,      f(u) - f(x) 22     (12) 

 
In this case, we say that f is second order strongly F-pseudoconvex at X u   with 
respect to the vector functions ),,( uxp  ),( uxq , ),( uxr  and u)(x, . The function 

u)(x,  is known as the proportional function of f. 
 
REMARK 3.1: From(12), we can conclude that that every second order strongly F-
pseudoconvex function at X u   with respect to ),,( uxp  ),( uxq , ),( uxr  and u)(x,  is 
second order F -convex function at X u   with respect to the same ),,( uxp  ),( uxq  
and ),( uxr  where );,( zuxF = (x,u) );,( zuxF . 
 
REMARK 3.2: From(12), we can conclude that that every second order strongly F-
pseudoconvex function X u   at with respect to ),,( uxp  ),( uxq , ),( uxr  and u)(x,  is 
second order  -convex function X u  at with respect to the same ),,( uxp  ),( uxq  and 

),( uxr  where zuxt ),(  = (x,u) );,( zuxF . 
 
REMARK 3.4: If we take ),( uxp  = ),( uxq  = ),( uxr  = 0, and );,( zuxF  = zux )(  , 
then (12) reduces to the definition of strongly pseudoconvex function. 
 
REMARK 3.5: If we take ),( uxp  = ),( uxq  = ),( uxr  = 0, and );,( zuxF  = u)z(x, , 
then (12) reduces to the definition of strongly pseudoinvex function. 
 
REMARK 3.6: Every second order F-convex function at X u   with respect to 

),( uxp , ),( uxq  and ),( uxr  is second order strongly F-pseudoconvex function at X u   
with respect to ),( uxp , ),( uxq , ),( uxr  and (x,u)  =1. The converse is not true. This is 
demonstrated by the following example. 
 
EXAMPLE 3.1: Let X = ),0(  . Define RX:f  , RXxXrq,p, : ,  RXxX:
and RXxXxR:F  as follows 
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12
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uu)q(x,
6
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
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 

ux
u)r(x, 11  ;  

 




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 

ux
u)(x, 11

  and a
ux

1a)u;F(x, 





 

1   

 
 Then, f is second order strongly F-pseudoconvex at X u   with respect to 

u)r(x,   ,u)q(x,  u),p(x,  and ),( ux  on X, but not second order F-convex function on X 

with respect to the same u)r(x,   and   u)q(x,  u),p(x,  for 1u and    x 
2
3 ,  

  u))f(u)p(x,f(u)u;F(x, u)f(u)r(x,u)q(x,
2
1f(u) - f(x) 22  . 

 
LEMMA 3.1: Let g be a vector function from mRX   and ),....,,( 21 m  be a 

non-negative vector in nR . If each component of m1,2,....,igi ,  is second order 
strongly F-pseudoconvex at X u   with respect to u)r(x,      ,u)q(x,  u),p(x,  and (x,u) , 

then gt  is also second order strongly F-pseudoconvex at X u   with respect to the 
same functions u)r(x,     ,u)q(x,  u),p(x,  and (x,u) . 
 
Proof: Let X.  x  Now, since ig  is second order strongly F-pseudoconvex at X u   
with respect to p(x, u), q(x, u), r(x, u) and (x,u) , we have 

 u))u)p(x,gu)gu;F(x, u)(x,  u)r(x, u))(g u)q(x, 
2
1u)g-x)g i

2
ii

2
ii (((((     

 
for all Xux,   and all i, i=1, 2, …, m 
 Since 0 i  , for all i =1, 2, .., m and the sublinearity of F, it follows that  

 u))u))p(x,g(u))gu;F(x, u)(x,  u)r(x, u))g( u)q(x, 
2
1u)g-x)g t2tt2tt ((((((    

 
 Thus, gt  is also second order strongly F-pseudoconvex at X u   with respect to 
the same p(x, u), q(x, u), r(x, u) and (x,u) . 
 
 
4. SUFFICIENT OPTIMALITY CONDITIONS 
We, now prove the sufficient optimality conditions for a feasible point ox  to be an 
optimal solution of (P) under second-order F-pseudoconvexity of 

s)wBw(B  )f( 2211
t   and second order strong F-pseudoconvexity of g. 

 
THEOREM 4.1: (Sufficient Optimality Conditions) If s)wBw(B  )f( 2211

t   
is second order F-pseudoconvex at ox X with respect to p(x, ox ), q(x, ox ) and r(x, 
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ox ) and each component of m1,2,....,igi ,  is second order strongly F-pseudoconvex 
at ox X with respect to p(x, ox ), q(x, ox ) and r(x, ox ) and )x(x, o and there exists 

r)q,p,,,w,wy,,(x 21o   satisfying (1) to (10) and also, (11) and further if 222
t
2 wBw

, then ox  is an optimal solution for (P). 
 
Proof: Let x be feasible for (P).  
 Now, from (1), (4) and (9), it follows that,  

 0 )xr(x, ))g(xy )xq(x,
2
1 )g(xy - g(x)y oo

t2
oo

tt  (   (13)  

 
 Since m1,2,....,igi ,  are second order strongly F-pseudoconvex at ox X with 
respect to p(x, ox ), q(x, ox ) and r(x, ox ) and )x(x, o , and 0 y   and by lemma 3.1., 

then gy t  is also second order strongly F-pseudoconvex with respect to )x(x, o , 
)x(x,p o , )x(x,q o  and )x(x,r o . 

 By the second order strongly F-pseudoconvexity of gy t  at ox X and from (13), 
we have 
 0  ))x))p(x,g(x(y  ))g(x(y;xF(x, )x(x, oo

t2
o

t
oo  . 

 
 Since )( ox,x > 0 and from (3) and (7), we can conclude that 

 0 )x)p(x,f(x  Bw )f(x;xF(x, oo
2

oo  . 
 
 By the second order F-pseudoconvexity of s)wBw(B  )f( 2211

t   at ox X, 
we have 
  s))wBw(Bx  )(f(x s) wBw(Bx  f(x) 2211

t
oo2211

t   . 
 
 Using (6), (7), (8), (11), (2) and the lemma 2.1., we get 
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 x)B(x-xsxBxf(x                          

x)B(x-xs                                                        
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t
22

t
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t
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1/2
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 Thus, ox  is an optimal solution for (P). 
 Hence the theorem. 
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5. DUALITY THEOREMS 
We, now prove the following duality theorems between the problem (P) and its dual 
problem (D) under the assumptions of second-order F-pseudoconvexity of 

s)wBw(B  )f( 2211
t   and second order strong F-pseudoconvexity of g. 

 
THEOREM 5.1: (Weak Duality Theorem) Let x be feasible for (P) and 

r)q,p,,wwy,(u, 21 ,,  be feasible for (D). If s)wBw(B  )f( 2211
t   is second order 

F-pseudoconvex at X u   with respect to u)r(x,  and u)q(x,  u),p(x,  and each component 
of m1,2,....,i,gi   is second order F-pseudoconvex at X u   with respect to 

u)r(x,      ,u)q(x,  u),p(x,  and (x,u) , then  

 ).wB(u  f(u)   x)B(x  f(x) 11
t1/2

1
t   

 
Proof: Suppose that ).wB(u  f(u)   x)B(x  f(x) 11

t1/2
1

t   

 Since s)wBw(B  )f( 2211
t   is second order F-pseudoconvex at X u   with 

respect to u)r(x,  and   u)q(x,  u),p(x, , it follows that 

 0 u))f(u)p(x,swB  wB f(u)u;F(x, 2
2211     (14) 

 
 Now, since m1,2,....,igi ,  are second order strongly F-pseudoconvex at X u   

with respect to u)r(x,      ,u)q(x,  u),p(x,  and (x,u)  and 0 y   and by lemma 3.1., gy t  is 
also second order strongly F-pseudoconvex at X u   with respect to 

u)r(x,   ,u)q(x,  u),p(x,  and (x,u) . 
 Now, since x is feasible for (P) and (u, y, w, p, q, r) is feasible for the problem (D), 
we have 

 0 u)r(x, g(u))y u)q(x,
2
1 g(u)y - g(x)y t2tt  ( . 

 
 Since gy t  is also second order strongly F-pseudoconvex at X u   with respect to 

u)r(x,  ,u)q(x,  u),p(x,  and (x,u)  and 0  u)(x,  , it follows that 

 0  u))g(u))p(x,(y  g(u))(yu;F(x, t2t    (15) 
 
 Now, from (14) and (15) and by sublinearity of F, we can conclude that 
 0u))g(u))p(x,y(f(u) swB wB g(u))y(f(u)u;F(x, t2

2211
t     (16) 

 
 Now, from (3) and by the sublinearity of F, we have 
 0u))g(u))p(x,y(f(u) swB wB g(u))y(f(u)u;F(x, t2

2211
t    

 
which contradicts (16). 
 Thus, ).wB(u  f(u)   x)B(x  f(x) 11

t1/2
1

t   
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 Hence the theorem. 
 
THEOREM 5.2: (Strong Duality) Let ox  be optimal for the problem (P) and the set 

oz  be empty. Then, there exist a scalar 0   and vectors m
o

n
21

n R y R w wR u  ,,,  
such that 0)r 0, q  0, pww,yx 21oo ,,,,(   is feasible for (D) where pyxp ),(  , 

qyxq ),(   and ryxr ),(  and the objective value of (P) at ox  and the objective 
value of (D) at 0)r 0, q  0, pww,yx 21oo ,,,,(   are the same. If 

s)wBw(B  )f( 2211
t   is second order F-pseudoconvex at ox X with respect to 

p(x, ox ), q(x, ox ) and r(x, ox ) and each component of m1,2,....,i,gi   is second 
order strongly F- pseudoconvex at ox X with respect to p(x, ox ), q(x, ox ) and r(x, 

ox ) and )x(x, o , for all feasible r)q,p,wwy,u,x, 21 ,,,(  , then 
0)r 0, q  0, pww,yx 21oo ,,,,(   is optimal for (D). 

 
Proof: Since ox  is optimal for (P) and oz  is empty, there exists 0  , 

m
o

n
21

n R y R w wR u  ,,,  such that (1) to ( 10) are satisfied. 
 Thus, 0)r 0, q  0, pww,yx 21oo ,,,,(   where pyxp ),(  , qyxq ),(   and 

ryxr ),(   is feasible for (D). 
 From (11), we conclude that the objective value of (P) at ox and the objective 
value of (D) at 0)r 0, q  0, pww,yx 21oo ,,,,(   are the same. 
 Suppose that 0)r 0, q  0, pww,yx 21oo ,,,,(   is not optimal for (D). 

 Then there exists a feasible r)q,p,wwy,u, 1
2

1
1 ,,,( 1 of (D) such that 

 )wB(x)f(xwBuf(u) t
oo

t 1
11

1
11  . 

 
 From (11), it follows that 
 21

1
1
11

/
o

t
oo

t )xB(x)f(xwBuf(u)   
which is a contradiction to theorem 5.1. 
 Thus, 0)r 0, q  0, pww,yx 21oo ,,,,(   is optimal for (D). 
 Hence the theorem. 
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