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1. Introduction Abstract 
Several characterization theorems for Wiener Process are now known by means of 
conditions on either independence or identical distribution of stochastic integrals or 
through regression properties of them. Some of these results can be found in Lukacs 
(1968), Ramachandran and Rao (1970) and Prakasa Rao (1970). Our aim in this paper 
is to obtain another characterization of Wiener process paralleling the following 
theorem of Hyede (1970). Some preliminaries on stochastic processes are explained in 
section 2 and section 3 contains the main characterization theorem. 
 
 
2.Characterization of Wiener Process by Symmetry 
Theorem 1.1 (Hyede) 
Let ܺଵ, ܺଶ, … … . . … … . . , ܺ௞ be independent random variables and                        ௝ܽ , ௝ܾ , 1 ൑ ݆ ൑ ݇  be non – zero constants with ܽ௜ܾ௜ି ଵ ൌ െ ௝ܽ ௝ܾି ଵ for all ݅ ് ݆. If the 
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normal (or degenerate) distribution. these distributions are constrained in such a way 
that if ܧ൛exp ሺ݅ݐሻ ௝ܺൟ ൌ ௝ܣ ݐ൫݅݌ݔ݁ െ ଶ൯, 1ݐ௝ܤ ൑ ݆ ൑ ݇, ,௝ܣ ௝ܤ ,௝ realܤ ൐ 0, then 
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 Some preliminaries on stochastic processes are explained in section 2 and section 
3 contains the main characterization theorem.  
 Let  ܶ ൌ ሾܣ, ,ሻݐሿ. Let us consider Stochastic Processes ሼܺሺܤ ݐ א ܶሽ. Let ܽሺ·ሻ be a 
continuous function on  ሾܣ, ሿ. It can be shown that the integral නܤ ܽሺݐሻ݀ܺሺݐሻ஻

஺  

 
exists as the limit in the sense of convergence in probability of the corresponding 
Riemann – Stieltjes sums if the process is continuous and homogeneous with 
independent increments as defined below. 
 A Stochastic Process ሼܺሺݐሻ, ݐ א ܶሽ is said to be homogeneous process with 
independent increments if the distribution of the increments ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ depends 
on ݄ but not ݐ and if the increments over non – overlapping intervals are stochastically 
independent. the process is said to be continuous if ܺሺݐሻconverges in probability to ܺሺݏሻ as ݐ tends to ݏ for every ݏ א ܶ. let ߶ሺݑ, ݄ሻ denote the characteristic function of ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ. it is well known that ߶ሺݑ; ݄ሻ is infinitely divisible and ߶ሺݑ; ݄ሻ ൌሼ߶ሺݑ; 1ሻ ሽ௛. a homogeneous process                ሼܺሺݐሻ, ݐ א ܶሽ with independent 
increments is called a Wiener process if the increments ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ are normally 
distributed with variance proportional to ݄. 
 
Lemma 1.1 
Let ሼܺሺݐሻ, ݐ א ܶሽ be a continuous homogeneous process with independent increments 
on ܶ ൌ ሾܣ, ,ܣሿ. Let ܽሺ·ሻ and ܾሺ·ሻ be continuous functions on ሾܤ ܻ  ሿ. Letܤ ൌ׬ ܳሺݐሻ݀ܺሺݐሻ஻஺  and ܼ ൌ ׬ ܾሺݐሻ݀ܺሺݐሻ஻஺ . Let ߶ሺݑ; ݄ሻ and ߠሺݑ,  ሻ be the characteristicݒ
functions of ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ and ሺܻ, ܼሻ respectively. Then ߠሺݑ,  ሻ is different fromݒ
zero for all ݑ and ݒ and                         log ߠሺݑ, ሻ ൌݒ න ߰ሾݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሿݐሺܾݒ

஺                                             ሺ1.1ሻ 

 
where ߰ሺݑሻ ൌ log ߶ሺݑ; 1ሻ. 
 
Lemma 1.2 
If ݂ሺݕሻ is absolutely integrable with respect to a measure P and ׬ ݂ሺݕሻ݁௜௨௬ܲሺ݀ݕሻ ൌ 0 
for all ݑ, then ݂ሺݕሻ ൌ 0 ܽ. ݁. P. 
 
Theorem 1.2 
let ሼܺሺݐሻ, ݐ א ܶሽ, ܶ ൌ ሾܣ,  ሿ be a continuous homogeneous process with independentܤ
increments and suppose that the increments have non – degenerate distributions. let ܽሺ·ሻ and bሺ·ሻ be continuous functions defined on ሾܣ,   ሿ with the property thatܤ
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             න |ܾଷሺݐሻሾܽሺݐሻሿିଵ|݀ݐ ൏ ∞஻
஺ ܽ݊݀ න ܾଷሺݐሻሾܽሺݐሻሿିଵ݀ݐ ് 0஻

஺                        ሺ1.2ሻ 

 
 Let                               ܻ ൌ න ܽሺݐሻ݀ܺሺݐሻ஻

஺ ; ܼ ൌ න ܾሺݐሻ݀ܺሺݐሻ஻
஺                                          ሺ1.3ሻ 

 
be defined in the sense of convergence in probability. Then the conditional 
distribution of Y given Z is symmetric if and only if ሼܺሺݐሻ, ݐ א ܶሽ  is a Wiener 
Process with mean function ݉ሺݐሻ ൌ ߣ                   and ܽሺ·ሻ and ܾሺ·ሻ satisfy the relations ݐߣ න ܽሺݐሻ݀ݐ ൌ 0஻

஺  ܽ݊݀ න ܽሺݐሻܾሺݐሻ݀ݐ஻
஺ ൌ 0                                              ሺ1.4ሻ 

 
Proof 
“If part”. Let Y and Z be as defined in (1.3). Let ߰ሺ·ሻ denote the logarithm of the 
characteristic function ܺሺݐ ൅ 1ሻ െ ܺሺݐሻ. Suppose that the conditional distribution of Y 
given Z is symmetric. Hence the characteristic function of the conditional distribution 
of ܻ given ܼ is real i.e. 
௜௨௒|ܼ൧݁ൣܧ  ൌ  ௜௨௒|ܼ൧             (1.5)ି݁ൣܧ
 
 for all real ݑ. this in turn implies that 
௜௩௓ା௜௨௒൧݁ൣܧ   ൌ  ௜௩௓ି௜௨௒൧             (1.6)݁ൣܧ
 
for all real numbers ݑ and ݒ. therefore, by lemma (1.1) it follows that    න ߰ሺݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻݐሺܾݒ

஺ ൌ න ߰ሺെݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻݐሺܾݒ
஺                                     ሺ1.7ሻ 

 
for all ݑ and ݒ. 
 Now, Let us obtain the relation න ሾ߰ሺݑ ܽሺݐሻ ൅ ሻሻݐሺܾݒ െ ߰ሺെݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻሿݐሺܾݒ

஺ ൌ 0                                       ሺ1.8ሻ 

 
for all ݑ and ݒ. Multiplying on the left hand side of (1.8) by ሺݔ െ  ሻ and integratingݑ
from 0 to ݔ, we have න ቊሺݔ െ ሻݑ න ሾ߰ሺݑ ܽሺݐሻ ൅ ሻሻݐሺܾݒ െ ߰ሺെݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻሿݐሺܾݒ

஺ ቋ௫
଴ ݑ݀ ൌ 0 

 
for all ݔ and ݒ. Changing the order of integration, let us get න ቊሺݔ െ ሻݑ න ሾ߰ሺݑ ܽሺݐሻ ൅ ሻሻݐሺܾݒ െ ߰ሺെݑ ܽሺݐሻ ൅ ௫ݑ݀ ሻሻሿݐሺܾݒ

଴ ቋ஻
஺ ݐ݀ ൌ 0       ሺ1.9ሻ 

 
for all ݔ and ݒ.Let us now make the substitution ݓ ൌ ሻݐሺܽݑ ൅                      ሻ andݐሺܾݒ
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ݖ ൌ െܽݑሺݐሻ ൅ ሻ. In this way let us obtain               නݐሺܾݒ ቊන ቆݔ െ ݓ െ ሻݐሻܽሺݐሺܾݒ ቇ௫௔ሺ௧ሻା௩௕ሺ௧ሻ
௩௕ሺ௧ሻ ߰ሺݓሻ݀ݓቋ஻

஺  ሻݐሺܽݐ݀

             െ න ቊන ቆݔ ൅ ݖ െ ሻݐሻܽሺݐሺܾݒ ቇ௩௕ሺ௧ሻ
ି௫௔ሺ௧ሻା௩௕ሺ௧ሻ ߰ሺݖሻ݀ݖቋ஻

஺ ሻݐሺܽݐ݀ ൌ 0                       ሺ1.10ሻ 

 
it can be seen from this relation, that the left hand side of (1.5) can be differentiated, 
twice under the integral sign with respect to ݒ.In particular, it follows that ߰ is 
differentiable twice everywhere. Differentiating twice with respect to ݒ under the 
integral sign, it can be shown that න ܾଶሺݐሻܽଶሺݐሻ ሼ߰ሺݔ ܽሺݐሻ ൅ ሻሻݐሺܾݒ െ ߰ሺെݔ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻሽݐሺܾݒ

஺  

 ൌ ݔ2 ׬ ௕మሺ௧ሻ௔ሺ௧ሻ ߰ᇱሺܾݒሺݐሻሻ݀ݐ஻஺     (1.11) 
 
for all ݔ and ݒ. Again, by arguments similar to those given above Laha, it can be 
shown that the left hand side of (1.11) can be differentiated with respect to ݒ under the 
integral sign and let us get න ܾଷሺݐሻܽଶሺݐሻ ሼ߰ᇱሺݔ ܽሺݐሻ ൅ ሻሻݐሺܾݒ െ ߰ᇱሺെݔ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻሽݐሺܾݒ

஺  

 ൌ ݔ2 ׬ ௕యሺ௧ሻ௔ሺ௧ሻ ߰ᇱᇱሺܾݒሺݐሻሻ݀ݐ஻஺     (1.12) 
 
for all ݔ and ݒ. Substituting ݒ ൌ 0 in (1.12), one obtains the relation න ܾଷሺݐሻܽଶሺݐሻ ൛߰ᇱ൫ݔ ܽሺݐሻ൯ െ ߰ᇱ൫െݔ ܽሺݐሻ൯ൟ ݀ݐ஻

஺ ൌ ᇱᇱሺ0ሻ߰ݔ2 න ܾଷሺݐሻܽሺݐሻ ஻ݐ݀
஺  

 
for all ݔ. Let ߠሺݔሻ ൌ ߰ሺݔሻ െ ߰ሺെݔሻ. Then it is clear that                    න ܾଷሺݐሻܽଶሺݐሻ ஻ݐ݀ ሻ൯ݐሺܽ ݔᇱ൫ߠ

஺ ൌ ᇱᇱሺ0ሻߠݔ න ܾଷሺݐሻܽሺݐሻ ஻ݐ݀
஺                                  ሺ1.13ሻ 

 
for all ݔ.         ݅. ݁     න ܾଷሺݐሻܽଶሺݐሻ ஻ݐ݀ ሻ൯ݐሺܽ ݔᇱᇱ൫ߠ

஺ ൌ ᇱᇱሺ0ሻߠ න ܾଷሺݐሻܽሺݐሻ ஻ݐ݀
஺                                  ሺ1.14ሻ 

                        න ܾଷሺݐሻܽሺݐሻ ቊ1 െ ᇱᇱሺ0ሻߠሻ൯ݐሺܽ ݔᇱᇱ൫ߠ ቋ ஻ݐ݀ 
஺ ൌ 0                                                  ሺ1.15ሻ 

 
for all ݔ. Here ߠᇱᇱሺ0ሻ ് 0 since the distribution of ܺሺݐሻ is non – degenerate. It can be 
seen, by arguments similar to those given that ߠᇱᇱሺݔ ሻ ⁄ᇱᇱሺ0ሻߠ  is the characteristic 
function of a symmetric distribution function L. Hence 



Characterization of Wiener Process by Symmetry and Constant Regression 465 
 

 

ᇱᇱሺ0ሻߠሻ ݔᇱᇱሺߠ                                  ൌ න cos ሻஶݖሺ݀ܮ ݖݔ
ିஶ                                                        ሺ1.16ሻ 

 
 This relation, together with (1.15), implies that  න ܾሺݐሻܽሺݐሻ ஻ݐ݀ 

஺ ൌ න ܾଷሺݐሻܽሺݐሻ ቈන cos ሻஶݖሺ݀ܮ ݖሻݐሺܽݔ
ିஶ ቉ ஻ݐ݀ 

஺ . 
 
 Let ܿሺݐሻ ൌ |ܽሺݐሻ|. Clearly න ܾଷሺݐሻܽሺݐሻ ஻ݐ݀ 

஺ ൌ න ܾଷሺݐሻܽሺݐሻ ቈන cosሺܿݔሺݐሻݖሻ ܮሺ݀ݖሻஶ
ିஶ ቉ ஻ݐ݀ 

஺ ,                                                    ൌ න cos ሻஶݖሺ݀ܩ ݖݔ
ିஶ                                                   ሺ1.17ሻ 

 
where         ܩሺݖሻ ൌ න ܾଷሺݐሻܽሺݐሻ ܮ ൬ ሻ൰ݐሺܿݖ ஻.ݐ݀ 

஺  

 
 Repeated integration is justified by Fubini’s theorem in view of assumption. Let 
ሻݖሺכܩ  ൌ  ሻ           (1.18)ݖሺܩܯ
 
 Where                    ܯ ൌ ቊන ܾଷሺݐሻܽሺݐሻ ஻ݐ݀ 

஺ ቋିଵ .                                                                            ሺ1.19ሻ 

 
 Then, let us obtain ,                           න cos ሻஶݖሺ݀כܩ ݖݔ

ିஶ ൌ 1                                                                       ሺ1.20ሻ 

 
for all ݔ from (1.16). We shall first prove that the function כܩሺݖሻ (i) is symmetric in 
the sense that כܩሺെݖሻ ൌ 1 െ ݖሺכܩ െ 0ሻ, (ii) is of bounded variation and (iii) is right 
continuous. Let ݖ௡ ՛ ݊ as ݖ ՜ ∞. Then                          כܩሺെݖሻ ൌ ܯ න ܾଷሺݐሻܽሺݐሻ ܮ ൬െ ሻ൰ݐሺܿݖ ஶݐ݀ 

ିஶ  ൌ ܯ න ܾଷሺݐሻܽሺݐሻ ൜1 െ ܮ ൬ ሻݐሺܿݖ െ 0൰ൠ ஶݐ݀ 
ିஶ  

 
since L is symmetric distribution function.            ฺ ሻݖሺെכܩ         ൌ ܯ න ܾଷሺݐሻܽሺݐሻ ൜1 െ lim௡՜ஶ ܮ ൬ ሻ൰ൠݐ௡ܿሺݖ ஶݐ݀ 

ିஶ  ൌ ܯ lim௡՜ஶ න ܾଷሺݐሻܽሺݐሻ ൜1 െ ܮ ൬ ሻ൰ൠݐ௡ܿሺݖ ஶݐ݀ 
ିஶ  
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by the dominated convergence theorem. Hence                          כܩሺെݖሻ ൌ lim௡՜ஶሼ1 െ  ௡ሻሽݖሺכܩ
                                    ൌ 1 െ ݖሺכܩ െ 0ሻ 
 
by definition. This proves that כܩ is symmetric in the sense that                        כܩሺെݖሻ ൌ 1 െ ݖሺכܩ െ 0ሻ. Now let ሾߙ, ߙ                       ሿ  be any bounded interval andߚ ൌ ଴ݖ ൏ ଵݖ ൏ ڮ … … ൏ ௞ݖ ൌ  ߚ
 
be any subdivision of ሾߙ, ௜ሻݖሺכܩ|ሿ. Then               ෍ߚ െ ௜ିଵሻ|௞ݖሺכܩ

௜ୀଵ ൌ ෍ ቤܯ න ܾଷሺݐሻܽሺݐሻ ൜ܮ ൬ ሻ൰ݐ௜ܿሺݖ െ ܮ ൬ݖ௜ିଵܿሺݐሻ൰ൠ ஶݐ݀ 
ିஶ ቤ௞

௜ୀଵ  

                                                  ൑ |ܯ| න ቤܾଷሺݐሻܽሺݐሻ ቤ ෍ ฬܮ ൬ ሻ൰ݐ௜ܿሺݖ െ ܮ ൬ݖ௜ିଵܿሺݐሻ൰ฬ௞
௜ୀଵ ஶݐ݀ 

ିஶ  

                                        ൌ |ܯ| න ቤܾଷሺݐሻܽሺݐሻ ቤ ൜ܮ ൬ ሻ൰ݐሺܿߚ െ ܮ ൬ ሻ൰ൠݐሺܿߙ ஶݐ݀ 
ିஶ  

 
since L is a distribution function, which in turn proves that ෍|כܩሺݖ௜ሻ െ ௜ିଵሻ|௞ݖሺכܩ

௜ୀଵ ൑ |ܯ| න ቤܾଷሺݐሻܽሺݐሻ ቤ ஶݐ݀ 
ିஶ  

 
for any subdivision                      ߙ ൌ ଴ݖ ൏ ଵݖ ൏ ڮ … … ൏ ௞ݖ ൌ  ߚ
 
of  ሾߙ, ,ܣis of bounded variation on ሾ כܩ ሿ. Henceߚ  ሿ. This also shows that the totalܤ
variation of כܩ on ሺെ∞, ∞ሻ is finite. Right continuity of כܩ follows from the right 
continuity of L and dominated convergence theorem. In fact כܩ is continuous at all 
points at which L is continuous. (1.20) together with the fact that כܩ is symmetric 
gives                           න ݁௜௫௭ஶ

ିஶ ሻݖሺ݀כܩ ൌ 1                                                                           ሺ1.21ሻ 

 
for all ݔ where כܩ is a function of bounded variation whose total variation on ሺെ∞, ∞ሻ finite. Let                כܪሺݖሻ ൌ ݖ ݎ݋݂             0 ൏ 0                             ൌ ݖ ݎ݋݂             1 ൒ 0 
 
 Clearly,                           න ݁௜௫௭ஶ

ିஶ ሻݖሺ݀כܪ ൌ 1                                                                           ሺ1.22ሻ 

 
for all (1.21) .ݔ and (1.22) together show that for all ݔ, 
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                            න ݁௜௫௭ஶ
ିஶ ሻݖሺ݀כܩ ൌ න ݁௜௫௭ஶ

ିஶ  ሻݖሺ݀כܪ

 
where G and H are functions of bounded variation with total variation finite. Hence 
by remarks in Wintner it follows that  
ሻݖሺכܩ  െ  ሻݖሺכܪ
 
is a constant ܿ on the set of continuity points כܩ െ  let ,כܩ From the definition of .כܪ
us obtain כܩሺ൅∞ሻ ൌ 1. Clearly כܪሺ൅∞ሻ ൌ 1. Taking limits through continuity points 
of כܩ െ   let us obtain that the constant ܿ is zero. Hence ,כܪ
ሻݖሺכܩ  ൌ  ሻݖሺכܪ
at all continuity points of כܩ െ  Since H is continuous at all points except zero, it .כܪ
follows that                             כܩሺݖሻ ൌ ݖ ݎ݋݂             0 ൏ 0                                         ൌ ݖ ݎ݋݂             1 ൐ 0 
 
where ݖ is any continuity point of כܩ. From the right continuity of כܩand the fact that 
the set of continuity points of כܩis dense, let us obtain that  
ሻݖሺכܩ                         ൌ ݖ ݎ݋݂             0 ൏ 0                                        ൌ ݖ ݎ݋݂             1 ൒ 0                                                        (1.23) 
 
for every (1.22) .ݔ and (1.17) together show that                             כܩሺ0ሻ ൌ |ܯ| න ܾଷሺݐሻܽሺݐሻ ஶݐ݀ ሺ0ሻܮ

ିஶ ൌ  ሺ0ሻܮ

 
therefore ܮሺ0ሻ is equal to 1. Hence ܮሺݖሻ ൌ 1 for ݖ ൒ 0. From the asymmetry of L, let 
us obtain that ܮሺݖሻ ൌ 0 for ݖ ൏ 0.(1.16) shows that                                   ߠᇱᇱሺݔ ሻ ൌ                                                      ᇱᇱሺ0ሻߠ
 
 For all ݔ. It can be shown that ߠሺݐሻ is a quadratic polynomial in ݐ and let us 
conclude from cramer’s theorem that the increments of the process are normally 
distributed. Since ߰ is differentiable twice under the integral sign, let us obtain from 
(1.7) that න ܽሺݐሻ߰ᇱሺݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻݐሺܾݒ

஺ ൌ െ න ܽሺݐሻ߰ᇱሺെݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሻݐሺܾݒ
஺             ሺ1.24ሻ 

 
and ׬ ܽሺݐሻܾሺݐሻ߰ᇱᇱሺݑ ܽሺݐሻ ൅ ஻஺ݐ݀ ሻሻݐሺܾݒ ൌ െ ׬ ܽሺݐሻܾሺݐሻ߰ᇱᇱሺെݑ ܽሺݐሻ ൅ ஻஺ݐ݀ ሻሻݐሺܾݒ  (1.25) 
 
 Substituting ݑ ൌ ݒ ൌ 0, it follows that ߰ᇱሺ0ሻ න ܽሺݐሻ݀ݐ஻

஺ ൌ 0                                                                                                    ሺ1.26ሻ 
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and ߰ᇱᇱሺ0ሻ න ܽሺݐሻܾሺݐሻ݀ݐ஻
஺ ൌ 0                                                                                          ሺ1.27ሻ 

 
 Since ߰ݐᇱ ൌ ሻሿݐሾܺሺܧ݅ ൌ and  ߰ᇱᇱሺ0ሻ ݐߣ݅ ് 0, let us obtain that the functions ܽሺ·ሻ 
and ܾሺ·ሻ satisfy (1.4). This completes the proof of the “If part”. 
 “Only If part”. 
 Suppose ሼܺሺݐሻ, ݐ א ܶሽ is a Wiener process with mean ݉ሺݐሻ ൌ  and covariance ݐߣ
function ݎሺݏ, ሻݐ ൌ ଶߪ minሺݏ, ∞ሻ where  െݐ ൏ ߣ ൏ ∞, ଶߪ ൐ 0. 
 Let ܽሺ·ሻ and ܾሺ·ሻ be continuous functions defined on ሾܣ,  ሿ and let ܻ and ܼ beܤ
defined as in (1.3). Further suppose that     ߣ න ܽሺݐሻ݀ݐ ൌ 0஻

஺  ܽ݊݀ න ܽሺݐሻܾሺݐሻ݀ݐ஻
஺ ൌ 0                                                      ሺ1.28ሻ 

 
 Let ߰ሺ·ሻ be the logarithm of the characteristic function ܺሺݐ ൅ 1ሻ െ ܺሺݐሻ. Then ߰ሺݐሻ ൌ ݐߣ݅ െ ଵଶ න ,ݒ and ݑ ଶ. In view of (1.27), it follows that for allݐଶߪ ߰ሾݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሿݐሺܾݒ

஺ ൌ න ߰ሾെݑ ܽሺݐሻ ൅ ஻ݐ݀ ሻሿݐሺܾݒ
஺  

 
which in turn implies that  ݁ൣܧ௜௨௒ା௜௩௓൧ ൌ  ௜௨௒ା௜௩௓൧ି݁ൣܧ
 
by Lemma (1.1). Hence 
൛݁௜௨௒|ܼൟ൧ܧ௜௩௭݁ൣܧ     ൌ  ൛݁ି௜௨௒|ܼൟ൧          (1.29)ܧ௜௩௭݁ൣܧ
 
for all ݑ and ݒ. This in turn proves that  
௜௨௒|ܼ൧݁ൣܧ        ൌ  ௜௨௒|ܼ൧ି݁ൣܧ
 
almost everywhere with respect to the distribution of ܼ by lemma 1.2. Hence the 
conditional distribution of  ܻ given in ܼ is symmetric. This completes the proof of the 
“Only if part”. 
 
 
2. Characterization of Wiener process by constant Regression 
Let  ܶ ൌ ሾܣ, ,ሻݐሿ. Let us consider Stochastic Processes ሼܺሺܤ ݐ א ܶሽ which have finite 
moments of all orders. In particular, ሼܺሺݐሻ, ݐ א ܶሽ will be a stochastic process of the 
second order. Let ܽሺ·ሻ be a function which is continuous on ሾܣ,  ሿ, and suppose thatܤ
the mean function ݉ሺݐሻ ൌ ,ݏሺݎ ሻሿ and the covariance functionݐሾܺሺܧ ሻݐ ൌܧሾܺሺݐሻܺሺݏሻሿ െ ,ܣሻሿ are of bounded variation in ሾݏሾܺሺܧሻሿݐሾܺሺܧ  ሿ. It can be shownܤ
that the integral                                                        න ܽሺݐሻ ݀ܺሺݐሻ஻

஺                                                             ሺ2.1ሻ 
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exists as the limit in the mean (lim) of the corresponding Riemann – Stieltjes sums. 
 
Definition 2.1 
A stochastic process ሼܺሺݐሻ, ݐ א ܶሽ Is said to be a homogeneous process with 
independent increments if the distribution of the increments ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ depends 
only on ݄ but is independent of ݐ, and if the increments over non – overlapping 
intervals are stochastically independent. The process is said to be continuous if ܺሺݐሻ 
converges in probability to ܺሺݏሻ as t tends to ݏ for every ݏ א ܶ. Let ሼܺሺݐሻ, ݐ א ܶሽ be a 
continuous homogeneous process with independent increments. Let ߮ሺݑ; ݄ሻ denote 
the characteristic function of ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ. 
 
Definition 2.2 
A homogeneous process ሼܺሺݐሻ, ݐ א ܶሽ with independent increments is called a wiener 
process if the increments ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ are normally distributed with variance 
proportional to ݄. 
 
Lemma 2.1 
A random variable y, with finite expectation, has constant regression on a random 
variable ܼ, i.e., ܧሾܻ|ܼሿ ൌ  ሾܻሿ a.e. if and only ifܧ
௜௧௓൧ܻ݁ൣܧ  ൌ  ௜௧௓൧     (2.2)݁ൣܧሾܻሿܧ
 
Lemma 2.2 
Let ሼܺሺݐሻ, ݐ א ܶሽbe a continuous homogeneous stochastic process with independent 
increments on ܶ ൌ ሾܣ,  ሿ . Further, suppose that the process is a second order processܤ
and its mean function and covariance function are of bounded variation in ሾܣ, ܻ                               ሿ. Letܤ ൌ න ݃ሺݐሻ݀ܺሺݐሻ஻

஺ ; ܼ ൌ න ݄ሺݐሻ݀ܺሺݐሻ஻
஺                                           

 
for continuous functions ݃ሺ·ሻ and ݄ሺ·ሻ on ሾܣ, ;ݑሿ. Denote by ߮ሺܤ ݄ሻ and ߠሺݑ,  ሻ theݒ
characteristic functions of ܺሺݐ ൅ ݄ሻ െ ܺሺݐሻ and ሺܻ, ܼሻrespectively. Then ߠሺݑ,  ሻ isݒ
different from zero for all ݑ  and ݒ and  log ,ݑሺߠ ሻݒ ൌ  න ߰ሾ݃ݑሺݐሻ ൅ ሻሿ஻ݐሺ݄ݒ

஺  ݐ݀

 
where ߰ሺݑሻ ൌ log ߮ሺݑ; 1ሻ . 
 
Lemma 2.3 
Let ሼܺሺݐሻ, ݐ א ܶሽ be a continuous homogeneous stochastic process with independent 
increments on ܶ ൌ ሾܣ,  ሿ . Further, suppose that the process is a second order processܤ
and its mean function and covariance function are of bounded variation on ሾܣ, ,ܣሿ. Let ݃ሺ·ሻ and ݄ሺ·ሻ be continuous functions on ሾܤ ܻ         ሿ. Denoteܤ ൌ න ݃ሺݐሻ݀ܺሺݐሻ஻

஺ ;               ܼ ൌ න ݄ሺݐሻ݀ܺሺݐሻ஻
஺                                           
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then for any real number ܻ݁ൣܧ         ,ݒ௜௩௓൧ ൌ െ݅ ቆන ݃ሺݐሻ߰ᇱሾ݄ݒሺݐሻሿ஻
஺ ቇݐ݀ · ݌ݔ݁ ቆන ߰ሾ݄ݒሺݐሻሿ஻

஺  ቇ                ሺ2.3ሻݐ݀

 
where ߰ሺݑሻ ൌ log ߮ሺݑ; 1ሻ is the logarithm of the characteristic function                ܺሺݐ ൅ 1ሻ െ ܺሺݐሻ. 
 
Proof 
let ߠሺݑ, ,ሻ denote the characteristic function of the bivariate random variable ሺܻݒ ܼሻ. 
By Lemma 2.2, log ,ݑሺߠ ሻis well – defined and  logݒ ,ݑሺߠ ሻݒ ൌ ׬  ߰ሾ݃ݑሺݐሻ ൅ ሻሿ஻஺ݐሺ݄ݒ  ,ݐ݀

i.e., ܧሾ݁݌ݔሺܻ݅ݑ ൅ ሻሿܼݒ݅ ൌ ׬ቀ ݌ݔ݁ ߰ሾ݃ݑሺݐሻ ൅ ሻሿ஻஺ݐሺ݄ݒ  .ቁݐ݀
 
 Differentiating on both sides with respect to ݑ, let us get that for all ݑ and ܧ ,ݒሾܻ݅ ݁݌ݔሺܻ݅ݑ ൅ ሻሿ              ൌܼݒ݅ ቆන ݌ݔ݁ ߰ሾ݃ݑሺݐሻ ൅ ሻሿ஻ݐሺ݄ݒ

஺ ቇݐ݀ · න ߰ᇱሾ݃ݑሺݐሻ ൅ ሻሿ஻ݐሺ݄ݒ
஺ ݃ሺݐሻ݀ݐ      ሺ2.4ሻ 

 
where ߰ᇱሺݑሻ denotes the derivative of ߰ሺ·ሻ at ݑ. This differentiation is valid since the 
random vector ሺܻ, ܼሻ has moments of all orders. Take ݑ ൌ 0 in (2.4). then it follows 
that                 ܻ݅ൣܧ ݁௜௩௓൧  ൌ ቆන ݌ݔ݁ ߰ሾ݄ݒሺݐሻሿ஻

஺ ቇݐ݀ · න ߰ᇱሾ݄ݒሺݐሻሿ஻
஺ ݃ሺݐሻ݀ݐ      

 
and hence                   ܻ݁ൣܧ௜௩௓൧ ൌ െ݅ ቆන ݃ሺݐሻ߰ᇱሾ݄ݒሺݐሻሿ஻

஺ ቇݐ݀ · ݌ݔ݁ ቆන ߰ሾ݄ݒሺݐሻሿ஻
஺  ቇݐ݀

 
which completes the proof of the lemma. 
 
Theorem 2.1 
Let ሼܺሺݐሻ, ݐ א ܶሽbe a continuous homogeneous stochastic process with independent 
increments and suppose that the increments have non – degenerate distributions. 
Further suppose that the process has moments of all orders and its mean function well 
as its covariance function are of bounded variation in                  ܶ ൌ ሾܣ,  ሿ. Let ܽሺ·ሻܤ
and ܾሺ·ሻ be continuous functions defined on ሾܣ, ሿ with the property that                                           නܤ ܽሺݐሻܾሺݐሻ݀ݐ ൌ 0஻

஺                                                                 ሺ2.5ሻ 

 
implies that                                     න ܽሺݐሻሾܾሺݐሻሿ௞݀ݐ ് 0஻

஺                                                                 ሺ2.6ሻ 
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for all ݇ ൐ 1. Let                                        ܷ ൌ න ܽሺݐሻ݀ܺሺݐሻ ൌ 0஻
஺                                                            ሺ2.7ሻ                                        ܸ ൌ න ܾሺݐሻ݀ܺሺݐሻ ൌ 0஻
஺                                                            ሺ2.8ሻ 

 
 Then ܷ has constant regression on ܸ, i.e.,                              ܧሾܷ|ܸሿ ൌ .ܽ     ሾܷሿܧ ݁ 
 
if and only if 
 ሼܺሺݐሻ, ݐ א ܶሽ is a Wiener process with a linear mean function, න ܽሺݐሻܾሺݐሻ݀ݐ ൌ 0஻

஺  

 
Proof  
“Only If part”. Suppose ሼܺሺݐሻ, ݐ א ܶሽ is a Wiener process with mean ݉ሺݐሻ ൌ  and ݐߣ
covariance function ݎሺݏ, ሻݐ ൌ ଶߪ minሺݏ, ∞ሻ where                            െݐ ൏ ߣ ൏∞, ଶߪ ൐ 0.Let ܽሺ·ሻ and ܾሺ·ሻ be continuous functions on ሾܣ,  ሿ and define ܷ and ܸ asܤ
in the Theorem. Further suppose that ܽሺ·ሻ and ܾሺ·ሻ are such that                                                න ܽሺݐሻܾሺݐሻ݀ݐ஻

஺ ൌ 0                                                           ሺ2.9ሻ 

 
 Since ߰ሺ·ሻ is the logarithm of the characteristic function ܺሺݐ ൅ 1ሻ െ ܺሺݐሻ. It is 
well known that ߰ሺݐሻ ൌ ݐߣ݅ െ ଵଶ ሾܷ|ܸሿܧ ଶ. In order to show thatݐଶߪ ൌ  ሾܷሿ a.e. it isܧ
enough to prove that, 
௜௦௏൧ܷ݁ൣܧ  ൌ  ௜௦௏൧      (2.10)݁ൣܧሾܷሿܧ
 
by lemma (2.1). By Lemmas (2.3) and (2.2) and the condition (2.9), it follows that 
௜௦௏൧ܷ݁ൣܧ           ൌ െ݅ ቀ׬ ܽሺݐሻ߰ᇱሾܾݏሺݐሻሿ஻஺ ቁݐ݀ ݌ݔ݁ ቀ׬ ߰ሾܾݏሺݐሻሿ஻஺ ቁ    ൌ  ݐ݀ െ݅ ቆන ܽሺݐሻ߰ᇱሾܾݏሺݐሻሿ஻

஺ ቇݐ݀ ௜௦௏൧                                            ൌ݁ൣܧ െ݅ ቆන ܽሺݐሻሼ݅ߣ െ ሻሽ஻ݐሺܾݏଶߪ
஺ ቇݐ݀ ௜௦௏൧                     ሺ2.11ሻ                                        ൌ݁ൣܧ െ݅ ቆන ሻ஻ݐሺܽߣ݅

஺ ቇݐ݀ ௜௦௏൧                                        ൌ݁ൣܧ ቊන ሻ஻ݐሺܽߣ
஺ ቋݐ݀  ௜௦௏൧݁ൣܧ

 
 It can be shown easily that ܧሾܷሿ ൌ ߣ ׬ ܽሺݐሻ݀ݐ஻஺   which proves that  
௜௦௏൧ܷ݁ൣܧ  ൌ       ௜௦௏൧݁ൣܧሾܷሿܧ
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in view of (2.13). This completes the proof of the “only if” part. 
 “If” part.  Let U and V be as defined in the theorem. Let ߰ሺ. ሻ denote the 
logarithm of the characteristic function ܺሺݐ ൅ 1ሻ െ ܺሺݐሻ. Further suppose that U has 
constant regression on V, i.e.,  
ሾܷ|ܸሿܧ  ൌ  ሾܷሿ a.e           (2.12)ܧ
 
 This implies that  
௜௦௏൧ܷ݁ൣܧ        ൌ       ௜௦௏൧݁ൣܧሾܷሿܧ
 
 By lemma 2.1. Hence by Lemma 2.1 and 2.3 it follows that  െ݅ ቆන ܽሺݐሻ߰ᇱሾܾݏሺݐሻሿ஻

஺ ቇݐ݀ ݌ݔ݁ ቆන ߰ሾܾݏሺݐሻሿ஻
஺  ቇ  ݐ݀

 ൌ  ௜௦௏൧      (2.13)ܷ݁ൣܧ
           ൌ       ௜௦௏൧݁ൣܧሾܷሿܧ
 ൌ ݌ݔሾܷሿ݁ܧ ቀ׬ ߰ሾܾݏሺݐሻሿ஻஺       ቁ  ݐ݀
 
 The above equality gives the relation                                   න ܽሺݐሻ߰ᇱሾܾݏሺݐሻሿ஻

஺ ݐ݀ ൌ  ሾܷሿ                                                   ሺ2.14ሻܧ݅

 
 For any real number s. Since the process has moments of all orders by assumption, ߰ሺ. ሻ has derivatives of all orders and the differentiations with respect to s under 
integral sign in (2.14) are valid. Differentiating once with respect to s, we get that               න ߰ᇱᇱሾܾݏሺݐሻሿܽሺݐሻܾሺݐሻ஻

஺ ݐ݀ ൌ 0                                                                     ሺ2.15ሻ 

 
 Let s = 0. Then we have           ߰ᇱᇱሺ0ሻ න ܽሺݐሻܾሺݐሻ஻

஺ ݐ݀ ൌ 0                                                                      
 
 ߰ᇱᇱሺ0ሻ is different from zero, since by assumption the increments of the process 
have non – degenerate distributions hence it follows from the above equality, that                                    න ܽሺݐሻܾሺݐሻ஻

஺ ݐ݀ ൌ 0                                                                     ሺ2.16ሻ 

 
 Differentiating k times with respect to s under the integral sign in (2.15), we 
obtain that                                  න ߰ሺ௞ሻሾܾݏሺݐሻሿ஻

஺ ܽሺݐሻሾܾሺݐሻሿ௞ିଵ݀ݐ ൌ 0                                       ሺ2.17ሻ 

 
 For ݇ ൒ 3 where ߰ሺ௞ሻሺݏሻ denotes the kth derivative of ߰ሺ. ሻ at s. Take s = 0 in 
(2.17). Then we have, 
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                               ߰ሺ௞ሻሺ0ሻ න ܽሺݐሻሾܾሺݐሻሿ௞ିଵ஻
஺ ݐ݀ ൌ 0                                              ሺ2.18ሻ 

 
 For ݇ ൒ 3. Since the ܽሺ. ሻ, ܾሺ. ሻ have the property that ׬ ܽሺݐሻܾሺݐሻ஻஺ ݐ݀ ൌ 0 implies 
that ׬ ܽሺݐሻሾܾሺݐሻሿ௞ିଵ஻஺ ് 0 for ݇ ൐ 1, (2.17) and (2.18) together imply that  
 ߰ሺ௞ሻሺ0ሻ ൌ ݇ ݎ݋݂  0 ൒ 3  (2.19) 
 
 Which shows that ߰ሺݐሻ ൌ ݐߣ݅ െ ଵଶ ∞ଶ where െݐଶߪ ൏ ߣ ൏ ∞, ଶߪ ൐ 0 for some λ 
and ߪଶ. Hence the process ሼܺሺݐሻ, ݐ א ܶሽ is a Wiener process. This completes the proof 
of the “If” part. 
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