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Abstract:- 
 

The purpose of this paper is to study the statistical analogue of the set of limit 
points or cluster points of number sequences. 
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1. Introduction:- 
The idea of statistical convergence was introduced by Fast [3] and later on studied by 
several authors [1], [2], [4], [5], [6], [10], [13], [14]. In the whole paper IN stands for 
the set of natural numbers and we shall consider the sequences of real numbers. 
 The natural density [11], of a set A⊆IN is defined as ߜ(A)=lim௡՜∞ ଵ

n
|ሼa є A: a ≤ nሽ| 

where the vertical bars indicates the number of elements in the enclosed set. 
 If ݔ ൌ ሼߦ௞ሽ௞ୀଵ∞  is a sequence such that ߦ௞  satisfies property P for all k except for a 
set of natural density zero, then we write ߦ௞  satisfies P for “ almost all k” (a.a.k.). 
 The sequence ݔ ൌ ሼߦ௞ሽ௞ୀଵ∞  is said to converge statistically to the real number ߦ 
(denoted by ݐݏ െ ݈݅݉ ई ൌ ∞lim௞՜ ݎ݋ ߦ ݐܽݐݏ ௞ߦ ൌ ߝ if for each (ߦ ൐ ఌሻܣሺߜ we have ݋ ൌ 0, ఌܣ ݁ݎ݄݁ݓ ൌ ൛݊ א :ܰܫ หξ୬ െ ξห ൒ εൟ. 
 If ݔ ൌ ሼߦ௞ሽ is a sequence and if ൛ߦ௞ሺ௝ሻൟ is a subsequence of ݔ and ܭ ൌሼ݇ሺ݆ሻ: ݆ א ሻܭሺߜ ௞ሺ௝ሻൟ by ሼx}K. Ifߦሽ then we denote ൛ܰܫ ൌ 0, ሼݔሽ௄  is called a 
subsequence of density zero or a thin subsequence. On the other hand ሼݔሽ௄ is a non-
thin subsequence of ݔ if K does not have density zero. Moreover, it should be noted 
that ሼx}K is a non-thin subsequence of ݔ if either ߜሺܭሻ ൐ 0 or ߜሺܭሻ is not defined 
(i.e. K does not have natural density). 
 In [5] Fridy, introduced the concept of statistical limit points and statistical cluster 
points of real number sequences. Recall that the number ߣ is a statistical limit point of 
a sequence ݔ ൌ ሼߦ௞ሽ provided there is a non-thin subsequence of ݔ ൌ ሼߦ௞ሽ that 
converges to ߣ and a number ߛ is a statistical cluster point if a set ൛݇ א :ܰܫ หξ୩ െ γห ൏ߝൟ does not have density zero for every ߝ ൐ 0. It was established that for a bounded 
sequence the set of statistical limit points may be empty while the set of statistical 
cluster points is non empty. 
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2. Statistical limit points and statistical cluster points 
In this section we study the basic properties of statistical limit points and statistical 
cluster points. We also discuss the similarities and differences between these points 
and ordinary limit points. 

• Definition (a): The number L is an ordinary limit point of a sequence ݔ if there 
is a subsequence of x that converges to L. 

• Definition (b): The number ߣ is a statistical limit point of a sequence ݔ if there 
is a non-thin subsequence of ݔ that converges to λ. 

 For any sequence ݔ, ௫ר ݐ݈݁  ௫ denotes the set of statistical limit points andܮ ݀݊ܽ
the set of ordinary limit points respectively. 
 Let us consider a sequence xൌ ሼߦ௞ሽ௞ୀଵ∞  
௞ߦ  ൌ ሼ଴:௢௧௛௘௥௪௜௦௘,ଵ: ௜௙ ௞ ௜௦ ௔ ௦௤௨௔௥௘ 
then ܮ௫ ൌ ሼ0, 1ሽ ܽ݊݀ ר௫ൌ ሼ0ሽ. So, we have ר௫⊆  ௫ and Lx can be veryר ௫. Butܮ
different for this let us consider another sequence, ݔ ൌ ሼݎ௞ሽ௞ୀଵ∞  whose range is the set 
of all rational numbers and define ݔ ൌ ሼߦ௞ሽ௞ୀଵ∞  by ߦk ൌ ሼk ; otherwise.

rn ;if k=௡మ ௙௢௥ ௡ୀଵ,ଶ,ଷ,… 
 Since the set of squares have density zero it follows, Λ௫ ൌ ߶. While, the fact the 
every real number is a limit point of ሼݎ௞: ௫ܮ ሽ implies thatܰܫ ߳ ݇ ൌ Ιܴ (i.e. set of real 
numbers). 

• Definition (c): The number γ is a statistical cluster point of a sequence ݔ if for 
every ߝ ൐ 0, the set ሼk є IN:|ߦ௞ െ |ߛ ൏  .ሽ does not have density zeroߝ

 For a given sequence ݔ, let Γ௫ denotes the set of all statistical cluster points of ݔ. 
It is clear that Γ௫ ⊆  .ݔ ௫ for every sequenceܮ
 
 
3. Main Results: 
The following proposition gives the inclusion relation between Γ௫ ܽ݊݀ ٿ௫. 
 
Proposition 1. For any number sequence ݔ, ௫ٿ ⊆ Γ௫. 
 
Proof: Suppose ߣ א Λ௫. Then ׌ a non-thin subsequence of ݔ ൌ ሼߦ௞ሽ௞ୀଵ∞  say ሼߦ௞ሺ௝ሻ} 
that converges to ߣ and δሺKሻ ൌ d ൐ 0, where K={k(1), k(2), k(3), …}. As, ݈݅݉ ߦ௞ሺ௝ሻ ൌ ߝ so for each ,ߣ ൐ a positive integer jo ׌ 0 , such that ቚξ୩ሺ୨ሻ െ λቚ ൏ ݆ ׊ ߝ ൒݆௢. Hence for each ߝ ൐ 0, ሼ j: ቚξ୩ሺ୨ሻ െ λቚ ൒ εሽ is a finite set and so, ൛݇ א :ܰܫ หξ୩ െ λห ൏ߝൟ ل ሼkሺjሻ: j א INሽ~ሼfinite setሽ. 
 Therefore, ଵ

n
ห൛k ൑ n: หξ୩ െ λห ൏ ൟหߝ ൒ ଵ

n
|ሼkሺjሻ ൑ nሽ| െ ଵ

n
0ሺ1ሻ and this implies limn→∞

ଵ
n
|ሼ k ≤ n: |ߦ௞ െ |ߣ ൏ |ሽߝ ൒ d. Hence δሼk א IN: หξ୩ െ λห ൏ ሽߝ ് 0. Thus λ is a 

statistical cluster point of x. Hence Λ௫ ⊆  Γ௫. 
 The completes the proof. 
 Athough our experience with ordinary limit points may lead us to expect that Λ௫ 
and Γ௫ are equivalent. The next example shows that this is not always the case. 
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Example 2: Define a sequence ݔ ൌ ሼߦ௞ሽ ܾߦ ݕ௞ ൌ ଵ௣, where ݇ ൌ 2௣ିଵሺ2ݍ ൅1ሻ; ݅. ݁ ሺ݌ െ 1ሻ is the number of factors of 2 in the prime factorization of k. 
 It is easy to see that for each p, δ ቄk: ξ୩ ൌ ଵ୮ቅ ൌ 2ି୮ ൐ 0. Thus ଵ௣  ߳ Λ୶. Also, 

δ ቄk: 0 ൏ ξ୩ ൏ ଵ୮ቅ ൌ 2ି୮ so, 0 ߳ Γ୶. Hence, Γ୶ ൌ ሼOሽ ׫ ሼଵ୮ሽ. But 0 ב Λ୶ for if, ሼݔሽ௄  is 
a subsequence that has limit zero then we have δሺKሻ ൌ 0. 
 
Proposition 3: If x is a statistically convergent sequence say ݐݏ െ lim ݔ ൌ  then Λ௫ ߣ
and Γ௫ are both equal to singleton set ሼߣሽ. 
 
Proof:- As ݐݏ െ lim ݔ ൌ ,ߣ ߝ ݕݎ݁ݒ݁ ݎ݋݂ ݋ݏ ൐ 0,  
 lim௡՜∞ ଵ௡ ห൛k ൑ n: หξ୩ െ λห ൒ εൟห ൌ 0. 
 This implies δሺAεሻ ൌ 0 where Aఌ ൌ ൛݊ א :ܰܫ หξ୬ െ λห ൒ εൟ and so δሺܣఌ௖ሻ ൌ 1 
where ܣఌ௖ ൌ ሼ݊ א :ܰܫ |ξ୬ െ λ| ൏ ሽ and thus δሼ݊ߝ א :ܰܫ |ξ୬ െ λ| ൏ ሽߝ ് 0. 
 Therefore, λ Ԗ Γ୶. Similarly, we can show that λ Ԗ Λ୶. Further, it can be proved that λ is the only statistical limit point and statistical cluster point of the sequence x. 
 This completes the proof.. 
 The converse of the above proposition need not hold. For this consider the 
following example. 
 
Example 4: Consider the sequence ݔ ൌ ሼߦ௞ሽ defined by ߦ௞ ൌ ሼ1 ൅ ሺെ1ሻ௞ሽ݇. We 
have, Λ௫ ൌ ሼ0ሽ, Γ௫ ൌ ሼ0ሽ. But ݔ ൌ ሼߦ௞ሽ௞ୀଵஶ  does not converges statistically to zero. 
 From example 2, we see that Λ௫  need be a closed point set, but the next result 
shows that Γ௫ like ܮ௫ is always a closed set. 
 
Propositions 5: For any sequence x, the set Γ௫ of statistical cluster points of x is a 
closed point set. 
 
Proof: Let p be an accumulation point of Γ௫.Then for every ߝ ൐ ,݋ Γ௫ contains some 
point γ inሺ݌ െ ,ߝ ݌ ൅   ,ᇱ so thatߝ ሻ. Chooseߝ
 ሺߛ െ ,Ԣߝ ߛ ൅ ᇱሻߝ ⊆ ሺ݌ െ ,ߝ ݌ ൅  .ሻߝ
 Since ߛ є Γ௫, ,݋ݏ δሼk: |ξ୩ െ γ| ൏ єᇱሽ ് 0,  
 i.e. δሼ k: ξ୩Ԗሺߛ െ ,ᇱߝ ߛ ൅ ᇱሻሽߝ ് 0. 
 Therefore, δሼ k: ξ୩Ԗሺ݌ െ ,ߝ ݌ ൅ ሻሽߝ ് 0. 
 Hence ݌ א Γ௫ ܽ݊݀ ߁௫ ݅ݐ݁ݏ ݐ݊݅݋݌ ݀݁ݏ݋݈ܿ ܽ ݏ. 
 This completes the proof. 
 
Theorem 6: If ݔ ൌ ሼߦ௞ሽ௞ୀଵஶ  and ݕ ൌ ሼߟ௞ሽ௞ୀଵஶ  are sequences such that ߦ௞ ൌߟ௞ܽ. ܽ. ݇., then Λ୶ ൌ Λ୷ and Γ௫ ൌ Γ௬. 
 
Proof: As ߦ௞ ൌ .௞ܽߟ ܽ. ݇., therefore, δሼk: ξ୩ ്  η୩ሽ ൌ 0. Let λ א Λ୶ , so ׌ a non thin 
subsequence of x say ሼݔሽ௄  that converges to ߣ. Since δሼk: k א K and ξ୩ ്  η୩ሽ ൌ 0, it 
follows that the ሼ݇: ݇ א ௞ߦ ݀݊ܽ ܭ ൌ  ௞ሽ does not have density zero. Therefore, theߟ
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set ሼ݇: ݇ א ௞ߦ ݀݊ܽ ܭ ൌ ሽ௄ᇲݕ௞ሽ yields a non-thin subsequence ሼߟ  ሽ௄ thatݕሼ ݂݋
converges to ߣ. Hence λ א Λ୷. This implies Λ௫ ⊆  .௬ٿ
 By symmetry, we see that Λy ⊆ Λx. 
 Therefore, Λx ൌ Λy. 
 The assertion that Γx ൌ Γy can be proved by a similar argument. 
 This completes the proof. 
 Following theorem establishes a connection between statistical cluster points and 
ordinary limit points. 
 
Theorem 7: If ݔ ൌ ሼߦ௞ሽ is a number sequence then ׌ a sequence ݕ ൌ ሼߟ௞ሽ ݏ. .ݐ ௬ܮ ൌΓ୶ and ߟ௞ ൌ .ܽ ௞ߦ ܽ. ݇,. moreover, the range of y is a subset of the range of x. 
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